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Abstract

We study the beach problem for water waves. The case we consider is a compact
fluid domain, where the free surface intersects the bottom along an edge, with a non-zero
contact angle. Using elliptic estimates in domains with edges and a new equation on the
Taylor coefficient, we establish a priori estimates, for angles smaller than a dimensional
constant. Local existence will be derived in a following paper.

1 Introduction

Suppose we are given a fixed smooth simply connected domain O of Rn, with n ≥ 2. We
callM its boundary, which we assume to be connected. An incompressible fluid fills a time-
dependent domain Ωt ⊂ O, delimited by M and a time dependent hypersurface St. We
suppose this surface to be at all times connected, and such that Ωt is always compact and
simply connected. The part ofM that bounds Ωt, called the bottom, is thus time-dependent.
We denote it by Bt.

Our last hypotheses on the domain is that for all times the intersection between M and St
is along a time-dependent compact codimension 2 submanifold, the water line Lt. This inter-
section is supposed to be transverse, so that notably the contact angle along Lt is bounded
away from 0 on each compact time interval. The situation is drawn in figure 1.

Figure 1: Geometry of the problem
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The fluid is described by its velocity v ∈ Rn defined for each t on the domain Ωt, which
satisfies the incompressible Euler equations in a constant gravity field

(E)

{
∂tv + v · ∇v = −∇p− gen,
∇ · v = 0,

where for each time t, the function p : Ωt → R is the pressure of the fluid. The constant g ≥ 0
measures gravity, and en is a fixed unitary length vector which we think of as the upward
direction. The fluid domain moves with the velocity field, and pressure at the boundary is 0,
so that

(BC)

{
Dt := ∂t + v · ∇ is tangent to {(t, x) : x ∈ Ωt} ⊂ Rn+1,

p(t, x) = 0, x ∈ St.

Here Dt is the material derivative, and the first condition equivalently says that the velocity
of St is given by v ·N with N the unit outward normal to St, and that v · ν = 0 with ν the
unit outward normal onM.

At a time t and a point x ∈ Lt of the waterline, the angle between Bt and St measured in the
plane of ν and N , will be denoted ω(x).

Our objective is to give a local well-posedness result for the associated Cauchy problem. In
this paper, we concern ourselves with establishing a priori estimates. The study of the water-
waves problem has a long story, starting with Cauchy in [6]. The rigorous derivation of local
existence in Sobolev spaces, however, was only established in 1997, by Wu ([21, 22]). Then
a number of other proofs, improving on the regularity, the shape of the bottom, or using
different approaches, appeared in the last 20 years. We only quote Beyer and Gunther in [4],
Christodoulou and Lindblad in [7] Lannes in [14], Coutand and Shkoller in [8], Alazard, Burq
and Zuily in [1, 2], Hunter, Ifrim and Tataru in [12], and with vorticity, Castro and Lannes
in [5], and Shatah and Zeng in [18, 19, 20].

However, all of those papers assume a laterally infinite ocean, where there is no contact line.
One trick to study such a configuration, when the walls are vertical, is to periodize and
symmetrize. This was done by Alazard, Burq and Zuily in [3], for right angles, and later
developed in the case of general angles by Kinsey and Wu ([13]) and then by Wu ([23]). The
case of a more general angle has only been tackled, to the best of our knowledge, by Ming and
Wang in [16]. In this paper, they study the Dirichlet to Neumann operator associated with
such a configuration, in 2D, and give a complete description of its singularities at the corner.

The model of the Euler equation, with the boundary condition described above, is only an
approximation of the real physical phenomenon, and we expect it to be an adequate model for
the study of large amplitude waves, such as those occurring in an ocean. In practice, viscosity
and surface tension are fundamental to a precise description of the motion close to the corner,
and a model taking those into account will be more adapted to the study of small amplitude
phenomenons, such as occur in a glass of water or a calm pond. Steps in this second direction
have been done by Guo and Tice for stability of the equilibrium in [11] and by Tice and Zheng
in [24] for well-posedness, both for the Stoke flow. In contrast to their, the model in this paper
is Hamiltonian and preserves the energy.

Our theorem, stated informally, is as follows. The notation Hs is for the Sobolev spaces based
on L2.

2



Theorem 1.1. Suppose St, a C2 in time family of Hs hypersurfaces, and v ∈ C2(Hs(Ωt)),
are solution of the equations.

Here s > 1 + n
2 , and s <

1
2 + π

2ω , where ω > 0 is a number, such that ∀t, ∀x ∈ Lt, ω(x) ≤ ω.
Notice this implies ω < π

n+1 .

Assume also that there is a number a0 > 0 such that the Taylor coefficient a := −∇Np ≥ a0 > 0
for all t, and a number ω > 0 such that ω ≥ ω for all t.

Then, for some energy E(t) = E (Ωt, v(t, ·)), to be defined below, and giving a control of St
in Hs and v ∈ Hs(Ωt), there exists a time T > 0, such that ∀t ∈ [0, T ],

E(t) ≤ E(0) +

∫ t

0
F
(
E(t′)

)
dt′,

where F is an increasing function depending only on ω, s, a0, and a neighborhood of the initial
data in the rougher topology Hs− 1

2 × Hs− 1
2 (Ωt), and T depends on the same objects and on

the norm of the initial data.

To make this Theorem precise, we need to precise the topology on Hs hypersurfaces, which
will be done in 3, and to define the Energy. Then Proposition 5.1 gives the control of the
unknowns from E and Proposition 5.2 gives the time T and the estimation on the evolution
of E.

A few remarks are in order. First, the condition on the angle arises because of the presence
of an edge in the domain. In such a domain, the elliptic regularity theory degenerates. This
elliptic regularity is needed to make sense of the equations, since p solves an elliptic problem.
It also comes into play often in the analysis. The allowed range for s, and in particular the
condition s < 1/2+π/(2ω̄), is the one where elliptic regularity works as in smooth domains, as
will be seen in Section 3. Thus our prospective solutions can only have intermediary regularity,
at least at the corner.

Second, in the classical case of a well-separated bottom and free surface, we would have the
same Theorem, without the restrictions on the angle. The level of regularity, which corresponds
to v ∈ C1 by Sobolev embedding, is the best we can find without using dispersive properties
(see for example [2]). Notice we do not assume the field v to be irrotational.

At last, we expect to be able to prove local well-posedness for the same problem, under the
same regularity and with the conditions on the Taylor coefficients and the angle being satisfied
initially, for a time depending only on the norms of the initial data, on a neighborhood in the
rougher topology, on a0, and ω.

In Section 2, we study heuristically the infinite-dimensional geometry of the problem, derive
the linearized equation, and explain its consequences on our strategy. In Section 3, we develop
all the analytical tools needed to study moving hypersurfaces with boundaries and moving
domains with edges the elliptic regularity theory. Since the problem is fully non-linear, a
classical strategy is to find a way to differentiate the equation to reduce it to a quasilinear
form, which we hope to be equivalent to the original one. Usually, one would differentiate in
space. However, this only work for translation-invariant equations, which is not the case of
this problem. Instead, we take advantage of the time-translation invariance, and differentiate
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in time. This is accomplished in Section 4. At last, the Energy is defined and studied in
Section 5, where the two main Propositions are stated.

In our analysis, we are heavily indebted to two works, in which we draw heavily. The first is
the book by Dauge, [9], from which we take the analysis of the elliptic problem. Our main
contribution in this domain is to precise the dependence of the constants in the geometry. To
the best of our knowledge, the div-curl estimates are new. The second work is the series of
three articles by Shatah and Zeng, [18, 19, 20], who developed a coordinate-free framework for
the analysis of the water waves problem. Although the analysis ends up being quite different,
due to the failure of the mean curvature to quasi-linearize the equations, the coordinate-free
framework, most of the notations, and a few computations come directly from there.

2 Geometry of the problem

In this section we heuristically derive the linearized equation from the energy. In particular,
we do not discuss the smoothness of the objects involved. Most of this section is from the
work [18] by Shatah and Zeng, where they study the case of a droplet. We show that this
heuristic analysis stays valid in our case, and explain its consequences for our strategy.

2.1 Lagrangian formulation

Under the conditions (BC), the Euler equation (E) is easily seen to admit a conserved energy

E0 =

∫
Ωt

|v|2

2
dx+ g

∫
Ωt

xn dx,

where xn is the coordinate of x along en. We want to express (E) as a minimizer of an
associated Lagrangian, under the constraints (BC).

For this, we introduce the Lagrangian coordinates by solving the ODE

dx

dt
= v(t, x), x(0) = y,

which gives the spatial path of a fluid particle initially at position y ∈ Ω0. Then we introduce
for each t the diffeomorphism u(t, ·) : Ω0 → Ωt as the flow of this ODE. The divergence free
condition on v induces that u preserves the volume, and now v = ut ◦ u−1. For any vector
field w on Ωt, we write w̄ = w ◦ u defined on Ω0, and the chain rule implies

(2.1) Dtw = ∂tw +∇vw = w̄t ◦ u−1.

Here and in all the following, ∇vw := 〈v,∇w〉 where 〈, 〉 is the scalar product.

A solution of the Euler equation is thus a particular path, starting from identity, in the infinite
dimensional manifold

Γ := {Φ : Ω0 → Rn | Φ is volume preserving and Φ(B0) ⊂M} .
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Its tangent space at the point Φ is

TΦΓ :=
{
w̄ : Ω0 → Rn | ∇ · w = 0 on Φ(Ω0) and w · ν = 0 on Φ(B0), for w = w̄ ◦ Φ−1

}
.

The energy now takes the form

E0 =
1

2
|ut|2L2(Ω0) + gG(u) :=

∫
Ω0

|ut|2

2
dy + g

∫
Ω0

un dy.

This suggest that the associated Lagrangian action is∫
L(u) dt =

∫∫
Ω0

|ut|2

2
dy dt− g

∫
G(u) dt.

It then follows from classical variational principles that a minimizer of this action is a path u
in Γ whose velocity v(t) should satisfy the equation

(2.2) D̄tut + gG′(u) = 0.

Here D̄ is the covariant derivative on Γ for the L2 metric. We have that Γ is a submanifold
of the space of diffeomorphisms from Ω0, equipped with L2 metric, whose tangent space is
simply the space of vector fields w̄ on Ω0. Its covariant derivative along a path u is simply w̄t,
so that we have for an element w̄ ∈ TΓ defined above the path u(t) the formula

(2.3) D̄w̄ = w̄t − IIu(ut, w̄).

Here II is the second fundamental form of Γ as a submanifold of this space of diffeomorphisms.

Hodge decomposition To compute II(ut, w̄) we observe that any vector field X in Ω can
be decomposed uniquely as

X = w +∇φ,

where φ is defined as the solution of

(2.4)


∆φ = ∇ ·X in Ω,

φ|S = 0,

∇νφ|B = 〈X, ν〉 .

Thus w verifies 
∇ · w = 0 in Ω,

w|S = X|S ,
〈w, ν〉|B = 0.

This decomposition is easily seen to be L2 orthogonal. Thus we can identify

(2.5) (TΦΓ)⊥ = {−(∇φ) ◦ Φ | φ|S = 0} .

However since in (2.4) we define φ by inverting the Laplace operator in a domain with corner,
the parts w and ∇φ of the decomposition are not necessarily smooth, even if X is. Thus (2.5)
is to be understood only in a heuristic sense.
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Covariant derivative Now coming back to (2.3), we see that for a path u(t) in Γ with
velocity field ut = v̄, and a vector field w̄ defined on it, there holds

D̄tw̄ = w̄t + (∇pv,w) ◦ u,

where 
∆pv,w = −tr(DvDw) in Ω,

pv,w|S = 0,

∇νpv,w|B = −ΠB(v, w),

with ΠB the second fundamental form of the bottom. This can be inferred from (2.4) by
taking X = w̄t ◦ u−1 = Dtw.

Now this is in Lagrangian coordinates, and it can be rewritten in Eulerian coordinates, us-
ing (2.1). This gives

D̄tw̄ = (Dtw +∇pv,w) ◦ u = (∂tw +∇vw +∇pv,w) ◦ u.

Gravity force We then compute G′(u). For any w̄ ∈ TuΓ, take a path in Γ indexed by ε
and starting from u at ε = 0, with tangent vector at ε = 0 equal to w̄. Then〈

G′(u), w̄
〉
L2(Ω0)

=
d

dε

∫
u(Ω0)

xn dx

=

∫
u(Ω0)

Dεx
n dx

=

∫
u(Ω0)

〈w,∇xn〉 dx

=

∫
u(S0)

w⊥xn dS

=

∫
u(Ω0)

〈
w,∇H

(
xn|u(S0)

)〉
dx.

Here we have used two times the Green formula, and the terms on u(B) vanish since 〈w, ν〉 = 0
there. We have replaced ∇xn with ∇H

(
xn|u(S0)

)
, where H is the harmonic extension with

homogeneous Neumann condition on the bottom, so that now ∇H
(
xn|u(S0)

)
∈ TuΓ and we

can identify it with G′(u).

Then the Euler-Lagrange equations (2.2) for our action become in Eulerian coordinates

(2.6) ∂tv + v · ∇v = −∇pv,v − g∇H (xn|St) = −∇p− gen,

with p = pv,v+g(xn−H (xn|St)) the physical pressure. Combined with the constraint that v ◦
u ∈ TuΓ is the velocity vector of the domain, this gives the Euler equations (E) with boundary
conditions (BC).

2.2 The linearized equation

To help us study the Euler equations, we want to find a way to linearize them around a given
solution, i.e. a path u(t) in Γ, such that its velocity v̄ = ut ∈ TuΓ satisfies the Euler equations.
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Since we see the Euler equation as a geodesic flow with potential, the natural linearization is
through the Jacobi equation. It is the equation that a time-dependent vector field w̄ ∈ Tu(t)Γ
defined on the path u has to satisfy if, by moving the curve u by the flow of w̄, we want it to
stay a solution of the Euler equations. Classically, this is

(2.7) D̄2
t w̄ + R̄(ut, w̄)ut + gD̄2G(u)w̄ = 0,

where R̄ is the Riemann curvature tensor of Γ at the point u(t), and D̄2G(u) is the Hessian
of G. We need to compute R̄(ut, w̄)ut and D̄2G(u)w̄, or at least their principal parts, from
their bilinear forms. To do this, we consider for a given w̄ ∈ Tu(t)Γ a family of curves u(t, ε) ∈ Γ
such that u(t, 0) = u(t), and ∂εu(t, 0) = w̄. Then we extend w̄ to be the tangent vector in ε.

The Riemann curvature We use the classical formula〈
R̄(v̄, w̄)v̄, w̄

〉
L2(Ω0)

= 〈IIu(v̄, v̄), IIu(w̄, w̄)〉L2(Ω0) − |IIu(v̄, w̄)|2L2(Ω0)

=

∫
Ωt

〈∇pv,v,∇pw,w〉 dx−
∫

Ωt

|∇pv,w|2 dx.

Then assuming enough regularity on v and w, we can repetitively use the Green formula and
the definition of p.,.to find∫

Ωt

〈∇pv,v,∇pw,w〉 dx =

∫
Ωt

pv,vtr(DwDw) dx+

∫
Bt
pv,v∇νpw,w dS

= −
∫

Ωt

〈∇pv,v,∇ww〉 dx+

∫
Bt
pv,v(〈∇wν, w〉+ 〈∇ww, ν〉) dS

=

∫
Ωt

D2pv,v(w,w) dx−
∫
St
w⊥∇wpv,v dS.

Here we have also used the identity

〈∇wν, w〉+ 〈∇ww, ν〉 = w 〈w, ν〉 = 0,

where w is taken as a derivation, because 〈w, ν〉 = 0 on B, and ∇ · w = 0.

Then pv,v = 0 on St, and thus ∇wpv,v = w⊥∇Npv,v. Then a last application of the Green
formula gives∫

Ωt

〈∇pv,v,∇pw,w〉 dx =

∫
Ωt

〈
w,∇H(−∇Npv,vw⊥)

〉
dx+

∫
Ωt

D2pv,v(w,w) dx.

Now the second term is expected to be more regular, so that

R̄(v̄, w̄)v̄ h (R0(v)w) ◦ u

where R0(v)w = ∇H(−∇Npv,vw⊥).
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The gravity term To compute G′′(u), we use the formulas (4.30) and (5.11) for the evolu-
tions of the normal and the surface element of a surface moving with divergence-free velocity w
: 〈

G′′(u)w̄, w̄
〉
L2(Ω0)

= ∂ε
〈
G′(u), w̄

〉
L2(Ω0)

−
〈
G′(u), D̄εw̄

〉
L2(Ω0)

= ∂ε

∫
S
xnw⊥ dS −

∫
S
xnN · (Dεw +∇pw,w) dS

=

∫
S
wnw⊥ − xnw · ((Dw)∗(N))> + xnN ·Dεw

− xnw⊥∇Nw ·N − xnN ·Dεw − xnN · ∇pw,w dS

=

∫
S

(
wnw⊥ − xn∇ww ·N − xnN · ∇pw,w

)
dS.

Here > and ⊥ are the projection to vector fields respectively tangent and normal to S. Notice
that this operation has limited regularity when S is not smooth. But using repeated Green
formulas give

−
∫
S
xnN · ∇pw,w dS = −

∫
Ω
∇H(xn|S) · ∇pw,w +H(xn|S)tr

(
(Dw)2

)
dx

+

∫
B
H(xn|S)ν · ∇pw,w dS

= −
∫

Ω
∇H(xn|S) · ∇ww dx+

∫
S
xn∇ww ·N dS

+

∫
B
H(xn|S)(∇ww · ν +∇wν · w) dS

=

∫
Ω
D2H(xn|S)(w,w) dx+

∫
S
xn∇ww ·N − w⊥∇wH(xn|S) dS.

Then by noticing that

∇wH(xn|S) = ∇w>xn + w⊥N (xn|S) = wn − w⊥Nn + w⊥N (xn|S),

we find〈
G′′(u)w̄, w̄

〉
L2(Ω0)

=

∫
S

(
w⊥
)2

(Nn −N (xn|S)) dS +

∫
Ω
D2H(xn|S)(w,w) dx

=

∫
Ω
w · ∇H

[
(Nn −N (xn|S))w⊥

]
dx+

∫
Ω
D2H(xn|S)(w,w) dx.

Thus again the second term is more regular, so that

G′′(u)w̄ ' (Gw) ◦ u

where Gw = ∇H
[
(Nn −N (xn|S))w⊥

]
.

Thus the linearized equation becomes in Eulerian coordinates

(2.8) D2
t w + R0(v)w + gGw = bounded terms.
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we observe that both R0 and G are of order 1, and that their form is similar. In fact, we can
write

(2.9) (R0 + gG )w = ∇H(aw⊥) =: Rgw,

where a is the Rayleigh-Taylor coefficient

(2.10) a := −∇N (pv,v + gH(xn|S)− gxn) = −∇Np,

where p is again the physical pressure.

The Rayleigh-Taylor coefficient It can be seen on this equation that there is stability
only if the Rayleigh-Taylor condition

(2.11) a(t, x) ≥ c > 0, ∀x ∈ Ωt

holds for all times, with c an arbitrary positive constant.

Assuming enough regularity, we can compute a at the triple line. There holds

∇νpv,v = 〈ν,∇pv,v〉 =
〈
ν>,∇>pv,v

〉
+ 〈ν,N〉∇Npv,v = 〈ν,N〉∇Npv,v,

because pv,v = 0 on S. Here, A> refer to the tangent part at S. On the other hand,

∇νpv,v = 〈v,∇vν〉 = −〈ν,∇vv〉 ,

because 〈v, ν〉 = 0 on B. Therefore, assuming 〈ν,N〉 6= 0, we find

(2.12) −∇Npv,v =
ν · ∇vv
ν ·N

.

A similar computation can be performed on the gravity part :

0 = ∇νH(xn|S) =
〈
ν>,∇>H(xn|S)

〉
+ 〈ν,N〉∇NH(xn|S)

= 〈en, ν − 〈ν,N〉N〉+ 〈ν,N〉∇NH(xn|S),

and since ∇Nxn = Nn, we find

(2.13) −g∇N (H(xn|S)− xn) = g
νn

〈ν,N〉
,

again assuming 〈ν,N〉 6= 0.

Thus putting together (2.12) and (2.13) gives for 〈ν,N〉 6= 0 that

(2.14) a =
gνn + 〈ν,∇vv〉
〈ν,N〉

.

To see what this means, we specialize to 2D situations, with zero velocity field. Then 〈ν,N〉 =
− cos(ω), with ω the angle between the bottom and the free surface, so that the condition a > 0
is equivalent to νn and < ν,N > having the same sign, and this gives the situation under
study as stable.

Of course, when the velocity field is non zero, it can counterbalance the effect of gravity and
change this situation.
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3 Analysis on moving domains

In this section, we develop the norms and estimates we need for our analysis. The main
objective is to derive estimates whose constants are independent of the domain.

3.1 Surface coordinates

Our first objective is to give a coordinates description of hypersurfaces in a given Hs0 neigh-
borhood. Take s0 >

n+1
2 . Using local coordinates, one can easily define what it means to be

an Hr function on a given Hs0 hypersurface with boundary S. For s0 > r > −s0, those are
simply functions whose coordinates representatives are locally in Hr(Rn−1) for interior coor-
dinates and Hr(Rn−1

+ ) for boundary coordinates. Here Rn−1
+ is the upper half-plane, and Hr

functions are simply restrictions of functions that are Hr in the whole plane.

It is easy to see that this produce a Banach space, and a norm can be chosen by taking a
covering of S by a finite number of coordinates patch, and an adapted partition of unity.
However such a norm is dependent on those choices of coordinates, and therefore we will
not use it. After that, one can define a topology on the space of Hs0 surfaces with boundary
contained in our fixed bottom hypersurfaceM by saying that two are close if a diffeomorphism
from one to the other is close to identity in Hs0 norm. It is quite easy to see that the subspace
of such surfaces whose intersection with M is transverse is an open set, and therefore we
can consider a neighborhood of a given smooth hypersurface S∗ consisting entirely of Hs0

surfaces intersecting M transversally. By density, any hypersurface is included in one such
neighborhood.

Now we will construct such a neighborhood. Take a compact, smooth, reference hypersur-
face S∗, whose intersection withM is transverse, and whose boundary is this intersection L∗.
We want to represent close enough surfaces as graphs over S∗, and for this we need a good
collar neighborhood of S∗. We cannot use normal coordinates because since we want to rep-
resent surfaces with boundary contained in M, we need to straighten M in some way. We
accomplish this through the following lemma. Recall that O is the domain whose boundary
isM.

Lemma 3.1. There exists a smooth unit vector field X, defined on a neighborhood of S∗ in O,
that is always transverse to S∗ and always tangent to M. There exists δ > 0 such that the
flow of X

φ : S∗ × [−δ, δ]→ Rn

is a smooth diffeomorphism from its domain to a neighborhood of S∗ in O.

Proof. One start by constructing X1 always normal to S∗ away from its boundary. For this,
we consider S∗ only as an hypersurface with boundary of Rn. We take an open submanifold
of it, which is an hypersurface of Rn. Now we take the normal to this hypersurface, and we
extend it to a neighborhood in Rn.

Then in a neighborhood of L∗ in M, we can construct a smooth vector field X2 tangent
toM and transverse to L∗ by extending the normal to L∗ inM. Then we can extend it in a
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neighborhood of L∗ in Ō to a smooth vector field tangent toM and transverse to S∗, because
their intersection is transverse.

To finish, we can cover a small enough neighborhood of S∗ in Ō with this neighborhood
where X2 is defined, and an open set whose closure is in the interior of O, and where X1 is
well defined. At last, we can use a partition of unity to glue them smoothly to the vector
field X.

The existence of φ, its regularity, and the fact that it is a diffeomorphism for small enough δ
is a simple consequence of the theory of ODEs.

If we fix an Hs0 norm on S∗, we can express a neighborhood of it in the space of Hs0 surfaces
with boundary in M by the condition that there exits a diffeomorphism F between the two
satisfying

‖F − Id‖Hs0 (S∗;Rn) < δ1.

For δ1 small enough, this implies transversality of all the surfaces in the neighborhood. Taking
again δ1 small enough, those surfaces are all contained in the collar neighborhood we just
defined. Then in those collar coordinates, again for δ1 small, those are necessarily graphs
above S∗. Therefore, we can represent such a neighborhood by functions ηS defined on S∗
with small enough Hs0 norms, and those give diffeomorphisms

ΦS(p) := φ(p, ηS(p))

in Hs(S∗;Rn).

All those notions can be restricted to L∗, so that L is the graph of a function ηL which is the
trace of ηS on L∗, giving a diffeomorphism ΦL which is also the trace of ΦS . If n = 2, L is
just two points, and these terms are well-defined because ηS is Hs0 , and therefore continuous.
For n ≥ 3, those are traces in the Sobolev sense, and those traces are well-defined inHs0− 1

2 (L∗)
since s0 >

n+1
2 .

Definition 3.2. For δ > 0 and s0 >
n+1

2 , we define Λ(S∗, s0, δ) as the neighborhood of Hs0

hypersurfaces S such that their associated ηS satisfies ‖ηS‖Hs0 (S∗) < δ.

For surfaces S in Λ(S∗, s0, δ), we can define the Sobolev norms Hr(S), for −s0 ≤ r ≤ s0, from
the reference norm on S∗. In the analysis of the evolution problem, we will work with surfaces
in

Λ∗ := Λ(S∗, s−
1

2
, δ),

with s > 1+n/2, and where δ > 0 is small enough that all the above properties hold. However,
our surfaces will really be of Hs class. The reason for this is that we do not want any smallness
condition in the condition in the norm where the dynamics take place. The set Λ∗ takes the
role of a control neighborhood, and by taking S∗ close to the initial surface S0, we can treat
any case.

Since being in Λ∗ is sufficient to have a well-defined ΦS , we can use its Hs norm to measure
the regularity of S. More precisely, for S ∈ Λ∗, if both S∗ and S are in Hs, we write

(3.1) |S|s := ‖ΦS‖Hs(S∗) .

11



Of course, any other choice of reference surface S∗ provides an equivalent quantity, as soon as
both are defined.

We also write

(3.2) |L|s− 1
2

:= ‖ΦL‖
Hs− 1

2 (L∗)

in dimension n ≥ 3. In dimension n = 2, L consist only of two point, whose position onM is
controlled by the condition S ∈ Λ∗, so that we do not need to control its regularity.

The procedure to prove estimates with constants uniform in Λ∗ is to prove them on S∗ and
then pushing them forward to S. If we do not study norms greater than Hs− 1

2 (S), this will
only involve the Hs− 1

2 (S∗) norms of ΦS and Φ−1
S , which are uniformly bounded for S ∈ Λ∗.

For example, it is easy to prove the following product estimates, which will be used freely in
the paper.

Proposition 3.3. If s > 1 + n
2 , S∗ is a reference hypersurface, δ small enough and S ∈ Λ∗,

then for any functions f ∈ Hs1(S) and g ∈ Hs2(S), with s1 ≤ s2 ≤ s− 1
2 , there holds

‖fg‖
Hs1+s2−

n−1
2 (S)

≤ C ‖f‖Hs1 (S) ‖g‖Hs2 (S) if s2 <
n− 1

2
and 0 < s1 + s2,

‖fg‖Hs1 (S) ≤ C ‖f‖Hs1 (S) ‖g‖Hs2 (S) if s2 >
n− 1

2
and 0 ≤ s1 + s2.

Here C depends only on Λ∗.

Similar inequalities hold on L in dimension n ≥ 3.

3.2 From the curvature to the surface

Recall that the mean curvature κ of S is defined as the trace of the second fundamental
form Π, whose definition is in turn

Π(v, w) = −〈∇vN,w〉

for v, w ∈ TS.

The regularity of the hypersurface S can be measured by its curvature κ and the curvature κl
of its boundary L taken as a hypersurface of M (this is only needed in dimension greater
than 3). More precisely, we have the following lemmas, distinguishing between dimension 2
and dimension greater than 3.

Lemma 3.4. For n = 2, take s > 2, a reference hypersurface S∗, and δ > 0 small enough.
Assume the hypersurface S is in Λ∗, and κ ∈ Hs−2(S). Then the surface S is actually Hs,
and we have the following estimates on its geometry:

|S|s + ‖Π‖Hs−2(S) + ‖N‖Hs−1(S) ≤ C
(

1 + ‖κ‖Hs−2(S)

)
.

Lemma 3.5. For n ≥ 3, take s > 1+ n
2 , a reference hypersurface S∗, and δ > 0 small enough.

Assume the hypersurface S is in Λ∗, and κ ∈ Hs−2(S), κl ∈ Hs− 5
2 (L). Then the surface S is

actually Hs, and we have the following estimates on its geometry:

|S|s + ‖Π‖Hs−2(S) + ‖N‖Hs−1(S) ≤ C
(

1 + ‖κ‖Hs−2(S) + ‖κl‖
Hs− 5

2 (L)

)
.
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We also have estimates on the geometry of L:

|L|s− 1
2

+ ‖Πl‖
Hs− 5

2 (L)
+ ‖nl‖

Hs− 3
2 (L)
≤ C

(
1 + ‖κ‖Hs−2(S) + ‖κl‖

Hs− 5
2 (L)

)
.

Proof. The proof is standard, and we only give a sketch of it. It rests on the identity

(3.3) −∆SΠ = −D2κ+ |Π|2 Π− κΠ2,

which is proved in [18], Proposition A.2, and stays valid for a hypersurface with boundary.
For the case n ≥ 3, a similar identity holds for on L inM : as in [18], we choose a point x ∈ L,
construct a frame of eigenvectors Xi (with eigenvalues λi of the shape operator ΠL of L inM,
and parallel-transport it to a neighborhood in L. Then for X = ajXj , we compute

−∆LΠL(X,X) = D2κL(X,X) + ΠL (RL(Xi, X)Xi, X) + ΠL (Xi,RL(Xi, X)X) ,

exactly as in [18]. Through Gauss’ formula, we can compute

4RL(Xi, Xj1)Xi ·Xj2 =RL(Xi, Xj1 +Xj2)Xi · (Xj1 +Xj2)−RL(Xi, Xj1 −Xj2)Xi · (Xj1 −Xj2)

=4RL(Xi, Xj1)Xi ·Xj2

+ ΠL(Xi, Xi)ΠL(Xj1 +Xj2 , Xj1 +Xj2))−ΠL(Xi, Xj1 +Xj2)2

−ΠL(Xi, Xi)ΠL(Xj1 −Xj2 , Xj1 −Xj2))−ΠL(Xi, Xj1 −Xj2)2.

Using that ΠL(Xi) = λiXi, the complete formula becomes

−∆LΠL = D2κL + |ΠL|2 ΠL − κLΠ2
L −ΠL(RicM) + trΠL · RM,

where Ric(M) is the Ricci tensor ofM and in the last term, the product is taken in the first
index of the curvature tensor.

Then one can use ΦL to transfer it to an elliptic equation on some derivatives of ηl, and use
elliptic regularity to find the regularity of L and the above estimates. Using again ΦS and
elliptic estimates, this time in domains with boundary, keeping in mind the regularity of L as
boundary data, we find the regularity of S and the estimates. In dimension n = 2, we only
need to use the identity on S, since as remarked above, the boundary data consists only of
two point whose range are bounded by the condition S ∈ Λ∗.

The advantage of this lemma is that now to control the regularity of S, we only need to
control κ and κl, which are invariantly defined.

3.3 Internal coordinates

We can easily define Sobolev norms on Ω by considering Sobolev functions as restrictions of
functions Sobolev on Rn. Then

‖u‖Hr(Ω) = inf
{
‖U‖Hr(Rn) ;u = U |Ω

}
.

13



This way, the constants of Sobolev injections theorems are independent of the domain Ω.
Also, if Ωt is a continuous one-parameter family of such domains, we can use that to define
the classes Ck(Hr(Ωt)) of functions k-differentiable in t with values in Hr(Ωt), simply by
requiring that an extension of the function to Rn be Ck in time with value in Hr(Rn). It is
easy to see that any other reasonable definition of Ck(Hr(Ωt)) coincides with this one, which
is in particular independent of the chosen (continuous) extension operator.

Our objective in this section is to construct a diffeomorphism from Ω to Ω∗ with maximal
regularity. As can be seen from the boundaryless case, any construction based on an affine
change of variable would be only of Hs regularity, while we want it to be Hs+ 1

2 . As we will
see, the existence of this diffeomorphism is a consequence of Sobolev extension theorems in
domains with edges. All of those are based on the following theorem in the model case of the
quarter-space.

Lemma 3.6. For m ∈ N∗, the mapping u 7→ {(fk)0≤k≤m−1, (gl)0≤l≤l−1} defined by

fk = ∂kzu|z=0, gl = ∂lxu|x=0

for u ∈ C∞(R+ ×R+ ×Rn−2) has a unique continuous extension from Hm(R+×R+×Rn−2)
onto the subspace of

m−1∏
k=0

Hm−k− 1
2 (R+ ×Rn−2)×

m−1∏
l=0

Hm−l− 1
2 (R+ ×Rn−2)

defined by

• ∂lxfk(0) = ∂kz gl(0), l + k < m− 1 and

•
∫ 1

0

∥∥∂lxfk(t)− ∂kz gl(t)∥∥2

L2(Rn−2)
dt
t < +∞, l + k = m− 1.

It has a continuous right inverse, the extension operator.

This is a trivial extension of theorem 1.5.2.4 in [10]. From this we can construct an extension
operator on Ω∗ as follows.

Lemma 3.7. There is a bilinear operator E such that for any s > 2, any (a, b) ∈ Hs(S∗)×
Hs(B∗) with a = b on L∗, E(a, b) is in Hs+ 1

2 (Ω∗), has traces a and b on S∗ and B∗, and

‖E(a, b)‖
Hs+1

2 (Ω∗)
≤ C

(
‖a‖Hs(S∗) + ‖b‖Hs(B∗)

)
,

the constant C depending only on s.

Proof. Using local coordinates and a partition of unity, we only have to construct such an
extension in the model case of the half-plane, which is trivial, and of the quarter-space,
where we want to use Lemma 3.6. The construction of this E is immediate for the case of
integers m ≥ 2, because we only need to prove that we can find the fk, gl, with f0 = a, g0 = b,
and with the compatibility conditions. The only condition needed between a and b is their
equality at L∗. Then finding the other fk, gl is a simple exercise.

Then in the general case, since s > 2, and since the operator E on Hm+1 is the restriction of
the one on Hm, we can use interpolation between consecutive integers to find our E.
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With smooth local charts for the manifold with corner Ω∗, we can transfer results on the
quarter-space to results close to L∗. One such example is the Sobolev extension theorem, used
in the following Proposition on global coordinates.

Proposition 3.8. For δ > 0 small enough, and s > 1 + n
2 , for any S ∈ Λ∗, there exists a

global diffeomorphism ΦΩ from Ω∗ to Ω, restricting to ΦS on S∗, and satisfying

‖ΦΩ‖Hs(Ω∗)
+
∥∥Φ−1

Ω

∥∥
Hs(Ω)

≤ C,

with C uniform in Λ∗.

Furthermore, if S∗ and S are both in Hs, then

‖ΦΩ‖
Hs+1

2 (Ω∗)
+
∥∥Φ−1

Ω

∥∥
Hs+1

2 (Ω)
≤ C [1 + |S|s] .

Proof. We give the proof in the case of surface S in Hs, the case in Hs− 1
2 being identical.

As stated, we want the boundary value for ΦΩ to be ΦS on S∗. On B∗, which is a compact
hypersurface with boundary L∗, we need it to restrict to an Hs diffeomorphism to B, with
value ΦS |L∗ on L∗. Since this ΦS |L∗ is only Hs− 1

2 , we need a diffeomorphism of maximal
regularity. To define such a diffeomorphism, we use the following construction. Recall that we
have constructed in Lemma 3.1 a smooth vector field X whose restriction toM is a tangent
vector field in a neighborhood of L∗, and such that for p ∈ L∗, ΦS(p) := φ(p, ηL(p)) with φ
the flow of X, and ηL an Hs− 1

2 function on L∗. We can extend X to a smooth tangent vector
field on the whole ofM by gluing it to the null vector field using a partition of unity. Then
we can extend ηL to an Hs function ηB on B∗, using for example a harmonic extension. Then
defining ΦB(p) := φ(p, ηB(p)), with φ still the flow of our extended vector field, we get the
promised diffeomorphism. Since ΦS was close to identity and we have extended X by the null
vector field, this diffeomorphism ΦB is also close to identity.

Then we construct ΦΩ as
ΦΩ := Id + E(ΦS − Id,ΦB − Id),

where E(a, b) is the Sobolev extension constructed in Lemma 3.7.

Continuity of E and smallness of the boundary values give us that ΦΩ is a diffeomorphism
satisfying the conclusions of the Proposition.

We can deduce from the existence those coordinates and from Lemma 3.7 the extension the-
orem we will use in the analysis :

Proposition 3.9. For δ > 0 small enough, and s > 1+ n
2 , for any S ∈ Λ∗, and for 1 ≤ σ < s,

the restriction operator taking a smooth function in Ω to its trace on S extends to an operator
from Hσ(Ω) onto Hσ− 1

2 (S). This operator is uniformly continuous in S ∈ Λ∗, and a right
inverse can be chosen so that it is also uniformly continuous in S ∈ Λ∗,

The same statement holds for restrictions to B.

Proof. We prove the Proposition on Ω∗ and use ΦΩ to construct the right inverse on Ω and
obtain the uniform continuity in Λ∗. Again we work in local coordinate, the hard case being
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the corner coordinates, and we interpolate between integers m ≥ 1. For those integers indices,
we only need to show that any f ∈ Hσ− 1

2 (S) can be associated with a g ∈ Hσ− 1
2 (B) so that f

and g satisfy the compatibility conditions. Form ≥ 2, this is only continuity at the edge, which
is easily achieved. For m = 1, we need to find g such that

∫ 1
0 ‖f(t)− g(t)‖2L2(Rn−2)

dt
t < +∞.

This is obtained by taking g = f .

We also remark that since functions in Sobolev spacesHσ(Ω), σ > 1
2 are extendible to functions

in Hσ(Rn), and since we can take traces on S (or on B) for those functions, the trace part of
the previous Proposition is valid up to σ > 1

2 .

We will also need product estimates, which have exactly the same form as the one on S. Again
they will be used liberally.

3.4 Elliptic regularity

Our next point of order is to study two operators that appear frequently in the analysis. The
first is the harmonic extension operator H, which takes a function f ∈ Hσ+ 1

2 , 0 ≤ σ ≤ s− 1
2 ,

on S to the solution of 
∆H(f) = 0 in Ω,

H(f)|S = f,

∇νH(f)|B = 0.

The second one takes an Hσ−1 function g on Ω and an Hσ− 1
2 function h on B to the solu-

tion q =: ∆−1(g, h) of 
∆q = g in Ω,

q|S = 0,

∇νq|B = h.

We would like to prove that those mapping are continuous with value in Hσ+1(Ω). These are
both particular cases of the more general problem of finding the regularity of the solution q
of the problem

(3.4)


∆u = g in Ω,

u|S = f,

∇νu|B = h,

with (f, g, h) ∈ Hσ+ 1
2 (S) ×Hσ−1(Ω) ×Hσ− 1

2 (B), where 0 ≤ σ ≤ s − 1
2 , with h = 0 if σ < 1

2
because it would not be defined in a strong sense.

For future reference, we give the full existence and regularity theory for those problems, and
not only the a priori estimates.

In this endeavor, we are faced with two challenges. The first is technical: in order to use our
estimates in the evolution problem, our constants have to be of the form C(1 + |S|s), with C
uniform in Λ∗. To solve this, we use the global coordinates ΦΩ defined in Proposition 3.8 to
pull back the problem to Ω∗, which gives us a family of problems with coefficients bounded by
a constant of the form we want. Then we prove a regularity theory for those problems, using
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freely the information that the surface is in Λ∗, but using the information that it is in Hs only
once. This will give us the regularity for our problems, with constant as above.

The second challenge is deeper. The domain Ω∗ has an edge, and it is well known that
elliptic problems in domain with corners or edges give solution which have in general a limited
regularity at the corner, whatever the smoothness of the data. We will prove below, using
variational methods, that an H1 solution always exists. If σ > 0, one would expect from the
case of a regular boundary that the solution should be Hσ+1. However, in general for domains
with corner, the solution is not necessarily Hσ+1 at the edge. To be more specific, it can be
decomposed between a regular Hσ+1 part and an explicit sums of singularities of the form rλ

or rλ ln r where r is the distance to the edge, and the λ are a discrete set of real numbers, here
of the form (k+ 1/2)π/ω with ω the contact angle. Therefore, the first singularity to appear,
for λ = π

2ω , limits the regularity of the solution to H1+ π
2ω
−. To avoid the presence of those

singularities in the evolution problem, we restrict our attention to the case where ω < π/(n+1),
so that we can take the regularity of the surface to be Hs with 1 + n

2 < s < π
2ω −

1
2 and have

at the same time solutions of (3.4) with the expected regularity, and enough regularity of
the surface to find solutions to the Cauchy problem. Our analysis follows closely the method
in [9].

Because the meaning of the problem changes from variational to classical as σ increases, we
recast it as follows. First, we define for each S ∈ Λ∗ the bilinear form

aΩ(u, v) :=

∫
Ω
∇u · ∇v dx =

∫
Ω∗

∇∗u · ∇∗v dx∗,

where ∇∗ and dx∗ are the pullback by Φ of the gradient and the Lebesgue measure to Ω∗.
They both derive from the pullback of the Euclidean metric to Ω, giving a bounded family
of Hs− 1

2 metrics on Ω∗. We also identify u and v with their pullback to keep notations simple.
Those forms are well-defined on H1(Ω∗).

Define the variational space

V :=
{
v ∈ H1(Ω∗), v = 0 on S∗

}
.

The family of diffeomorphisms ΦΩ induce an uniformly bounded family of isomorphism be-
tween V and the space VΩ :=

{
v ∈ H1(Ω), v = 0 on S

}
. Therefore if a is strongly coercive

on VΩ with a constant independent of Ω, then it will be strongly coercive on V uniformly
in Λ∗. This means that we have to prove that for any v ∈ VΩ,

‖v‖H1(Ω) ≤ C ‖∇v‖L2(Ω) ,

with C depending only on Λ∗.

To prove this, we first remark that since Ω is Lipschitz, the space V is the adherence for the H1

norm of C∞c (Ω\S). Also, because s− 1
2 >

n+1
2 , the set Λ∗ is bounded in the L∞ topology, and

therefore all the domains Ω are contained in a band delimited by two parallel hyperplanes.
The function in C∞c (Ω \ S) are simply the restriction of smooth functions that are zero near
the “upper” hyperplane. Because we have defined the Hs norms in Ω as the quotient norm
from Rn, our inequality is a consequence of the fact that for those smooth function,

‖v‖H1 ≤ C ‖∇v‖L2 ,
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with C depending only on the distance between those hyperplanes, which is simply the
Poincaré inequality. In summary, we have proved the following lemma.

Lemma 3.10. There exists a constant C depending only on Λ∗ such that for any S in Λ∗,
the form aΩ satisfies for any u ∈ V

‖u‖2H1(Ω) ≤ Ca(u, u).

Therefore by Lax-Milgram, the family a generates a bounded family of isomorphisms A∗Ω be-
tween V and its dual V ′, defined by (A∗Ωu)(v) = aΩ(u, v).

To simplify the notations, we now omit the subscript Ω from our operators, keeping in mind
that we are really dealing with a family of problems on which our estimates have to be uniform.

The meaning of our problem (3.4) changes, as σ increases, from variational to classical. To be
precise, we introduce the following family A of operators A(σ).

• For 0 ≤ σ ≤ 1
2 , we take

A(σ) : Hσ+1(Ω∗)→ Hσ+ 1
2 (S∗)× (V 1−σ)′,

where V 1−σ :=
{
v ∈ H1−σ(Ω∗); v|S∗ = 0

}
. It is defined by

A(σ)u = (u|S∗ , g),

where for any v ∈ V 1−σ,
g(v) = a(u, v).

• For 1
2 < σ < 1, we take

A(σ) : Hσ+1(Ω∗)→ Hσ+ 1
2 (S∗)× (Hσ−1(Ω∗))×Hσ− 1

2 (B∗),

defined by
A(σ)u = (u|S∗ , g, (∇ν)∗u|B∗),

where for any v ∈ H1−σ(Ω∗),

g(v) = a(u, v)−
∫
B∗

(∇ν)∗uv,

with (∇ν)∗u the pullback to B∗ of ∇νu on B. Here we have identified Hσ−1 as the dual
to H1−σ since 0 < 1− σ < 1

2 .

• For 1 ≤ σ ≤ s− 1
2 , we take

A(σ) : Hσ+1(Ω∗)→ Hσ+ 1
2 (S∗)×Hσ−1(Ω∗)×Hσ− 1

2 (B∗),

defined by
A(σ)u = (u|S∗ ,−∆∗u, (∇ν)∗u|B∗),

where ∆∗ is the Laplace operator for the pulled-back metric.
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We remark that this family of operators correspond more properly to −∆, which of course
does not change anything.

Because of Green’s identity on the domain Ω, there holds

a(u, v) =

∫
Ω∗

(−∆∗)uv +

∫
S∗

(∇ν)∗uv +

∫
B∗

(∇ν)∗uv

for regular functions.

The expression ∫
Ω∗

∇∗u · ∇∗v dx∗

makes sense when the integral is interpreted as a duality product in Hσ×H−σ, for 0 ≤ σ ≤ 1
2 .

Therefore if 0 ≤ σ ≤ 1
2 , for u ∈ H

1+σ, a(u, .) can be thought of as a linear form on V 1−σ. The
definition is to be interpreted in this sense.

If v is zero on S and the functions are regular enough, there holds

a(u, v)−
∫
B∗

(∇ν)∗uv =

∫
Ω∗

(−∆∗)uv,

and again if we take the integral as a duality product, for 1
2 < σ ≤ 1 the right-hand side makes

sense for u ∈ H1+σ as a linear form on v ∈ H1−σ. It is again in this sense that the definition
is to be interpreted.

For σ = 1, the Green formula tells us the classical and variational formulations coincide.

Proposition 3.11. The operator A(0) is an isomorphism between H1(Ω∗) and H
1
2 (S∗)×(V )′,

whose inverse has bounded norm as S varies in Λ∗.

Proof. Being given (f, g) ∈ H
1
2 (S∗)× (V )′, We want to find u ∈ Hσ+1(Ω∗) such that f = u|S∗

and g(v) = a(u, v) for v ∈ V . We consider a Sobolev extension f 7→ f̃ from H
1
2 (S∗) to H1(Ω∗).

It exists by a construction similar to the one in the proof of Proposition 3.8. Then we use the
strong coercivity of a to find ũ ∈ V such that

a(ũ, v) = g(v)− a(f̃ , v),

and we set u = ũ + f̃ . The fact that the constant associated to this construction is uniform
in Λ∗ comes from the uniformity of the constant in the coercivity of a.

We link those different formulations using the following injections Iσ,σ′ of the target of A(σ′)

into the target of A(σ), for σ < σ′.

• If 0 ≤ σ < σ′ < 1
2 , they are the canonical embeddings of the space Hσ+ 1

2 (S∗)× (V 1−σ)′

in Hσ′+ 1
2 (S∗)× (V 1−σ′)′.

• If 0 ≤ σ < 1
2 < σ′, we pose Iσ,σ′(f, g, h) = (f, g′) with

g′(v) = g(v) +

∫
B∗
hv
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which define an embedding from Hσ+ 1
2 (S∗)× (H1−σ(Ω∗))

′ ×Hσ− 1
2 (B∗) to Hσ+ 1

2 (S∗)×
(V 1−σ)′.

• If 1
2 < σ < σ′, again we take the trivial embedding.

We remark that the definition does not depend on a, and is therefore the same for all S ∈ Λ∗.
The following is immediate.

Lemma 3.12. 1. For 0 ≤ σ < σ′ < σ′′,

Iσ,σ′ ◦ Iσ′,σ′′ = Iσ,σ′′ .

2. For 0 ≤ σ < σ′,
A(σ)|H1+σ′ = Iσ,σ′ ◦A(σ′).

3. For 0 ≤ σ < σ′, Iσ,σ′ is compact.

A a consequence of this and of Proposition 3.11, being given (f, g) ∈ Hσ+ 1
2 (S∗) × (V 1−σ)′

for 0 ≤ σ < 1
2 , or (f, g, h) ∈ Hσ+ 1

2 (S∗) ×Hσ−1(Ω∗) ×Hσ− 1
2 (B∗) for 1

2 < σ ≤ s − 1
2 , we can

always define an H1 variational solution u by

u = (A(0))−1I0,σ(f, g, h).

Because we have included transversality in our definition of Λ∗, for any S in it and any point
on its waterline L, we can define a contact angle as the angle between the inward normal
vector to L in B and the inward normal vector to L in S. This define a continuous function
on L because s− 1

2 >
n+1

2 and n ≥ 2. Therefore by taking δ small enough, which shrinks Λ∗,
we can assume that all the angles of all the surfaces in Λ∗ lie in an interval [ω, ω] with 0 < ω
and ω < 2π. Our aim is then to prove the following theorem.

Theorem 3.13. For any S in Λ∗, for any 0 ≤ σ < min(s − 1, π2ω ), the operator A(σ)
Ω is an

isomorphism. The norm of the inverse is uniformly bounded in Λ∗.

If S is also in Hs, and if σ < min(s− 1
2 ,

π
2ω ), then the operator A(σ)

Ω is still an isomorphism,
and the norm of the inverse is bounded by C(1 + |S|s), with C uniform in Λ∗.

Because we already now that a variational solution u exists, and because A(0)|H1+σ′ = I0,σ ◦
A(σ), the statements is really on the regularity of this variational solution.

Since Ω∗ is compact, the regularity of the solution is equivalent to its regularity in a neigh-
borhood of each point. More precisely, if we show that for any point of Ω∗, a solution of
the problem supported in a small enough neighborhood of this point (the neighborhood being
uniform in Λ∗) satisfies the elliptic regularity estimates, then we can cover Ω by finitely many
open sets of this form, take an associated smooth partition of unity, and decompose any so-
lution of the elliptic problem into pieces supported in those open sets, satisfying the elliptic
problem with right-hand side the sum of the localized right-hand-side of the original problem,
and a more regular localization term. Those pieces will therefore satisfy the regularity theory,
which we can then transfer to the original problem.
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Regularity near interior points and near regular points of the boundary is classical, because ∆
is an elliptic operator so that ∆∗ also is. In fact, the maximal angle does not limit the
regularity there. The dependence on the constant comes from the bootstrap nature of the
estimates: we prove the regularity at level Hσ by assuming it at level Hσ− 1

2 , so that we only
need to use the information that S is Hs once.

We concentrate on the case of the neighborhood of a point x ∈ L. The methods rest on
the analysis of a constant-coefficients model operator on an angular sector, which we think
of as “frozen” at the point x, the regularity of which will imply the regularity of the original
problem.

Model operator The model operator is constructed as follows. We start with the form a
on Ω∗. It can be written

a(u, v) =

n∑
i,j=1

∫
Ω∗

αi,j∂iu∂jv,

where
αi,j(x) =

(
∂k(Φ

−1
Ω )i ◦ ΦΩ(x)

) (
∂k(Φ

−1
Ω )j ◦ ΦΩ(x)

) ∣∣dΦ−1
Ω

∣∣ (x)

are Hs− 1
2 functions in Ω∗.

Because s−1
2 >

n+1
2 , those are continuous functions and therefore make sense at a point 0 ∈ L∗.

We can then consider the constant coefficient form p on Γ∗ ×Rn−2, where

Γ∗ :=
{
x ∈ R2 : x = (r, θ) ∈ R∗+ × (0, ω∗) in polar coordinates

}
is the conical sector of the plane of summit 0 and angle ω∗, the contact angle in Ω∗ at 0 ∈ L∗,
defined by the formula

p(u, v) =
n∑

i,j=1

∫
Γ∗×Rn−2

αi,j(0)∂iu∂jv.

Then we further reduce the problem to the form l defined on Γ∗ by

l(u, v) =
2∑

i,j=1

∫
Γ∗

αi,j(0)∂iu∂jv

where we have only kept the derivatives corresponding to the variables in Γ∗.

The operations we just did (pull-back of the family of problems from the various Ω to Ω∗,
freezing of the coefficients to a constant-coefficient problem on Γ∗ × Rn−2, and omission of
the transversal variable to reduce to a problem in Γ∗) could have been performed in another
order: we first consider the original form∫

Ω
∇u · ∇v dx

on Ω. We freeze the coefficients at 0 ∈ L, reducing to the form∫
Γ×Rn−2

∇u · ∇v dx,
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where Γ is the angular sector in the plane of angle ω (the angle at x in Ω). Then we can forget
the tangential variable, reducing to ∫

Γ
∇u · ∇v dx.

At last we can pull-back this family of constant-coefficients problems on a family of sectors Γ,
to a family of problems in Γ∗. To do so, we consider the linearization of ΦΩ at 0, the constant
coefficients linear map dΦΩ(0). From topological considerations, this linear map sends Γ∗ ×
Rn−2 to Γ × Rn−2. Some linear algebra implies that Γ∗ is mapped to Γ: see [9]. We can
use this linear map from Γ∗ to Γ (we will call it G) to pull-back the reduced form. We get
precisely the form l above. Notice that the euclidean Laplace operator in Γ is pulled-back
by G to a constant-coefficients operator

L := αi,j(0)∂i∂j

on Γ∗, the one corresponding to the form l.

The form on Γ, on smooth compactly supported functions vanishing at the top boundary S,
satisfies the Green formula ∫

Γ
∇u · ∇v = −

∫
Γ
(∆u)v +

∫
B

(∇νu)v,

where B is the bottom boundary and ν its outward normal. This correspond to the Dirichlet
and Neumann conditions attached to ∆, respectively at S and B.

If we pull this back to Γ∗ by G, we find the Green formula for l, on functions vanishing at the
top boundary S∗:

l(u, v) = −
∫

Γ∗

(Lu)v +

∫
B∗

(∇ν∗u)v,

where ν∗ is the pull-back of ν by G, which is not the outward normal to Γ∗, but is still
transverse to B∗. This gives the appropriate Dirichlet and Neumann boundary conditions
for L.

The point of this discussion is that since we need uniform estimates for a family of domains Ω,
we need to pull them all back to a given domain Ω∗, and study them as a family of problems;
for those the appropriate model operators are the family of operators L on Γ∗. However
various algebraic identities, like the Green formula above, are more easily proved in Γ for the
euclidean Laplace operator, before being pulled-back to (Γ∗, L) by the linear map G.

Notice for what follows that L and G, being constant coefficients, depend only on a finite
family of numbers; and those numbers depend continuously on C1 variations of S. Thus those
coefficients are bounded when S is in Λ∗.

Recall that we denote by B∗ the bottom edge and by S∗ the surface edge of Γ∗. Our aim is
to prove the following Proposition.

Proposition 3.14. For any S in Λ∗, for any 0 ≤ σ < π
2ω , if there exists u ∈ H

1(Γ∗) compactly
supported and

1. (f, g) ∈ Hσ+ 1
2 (S∗)× (V 1−σ)′ for 0 ≤ σ < 1

2 ,
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2. (f, g, h) ∈ Hσ+ 1
2 (S∗)× (H1−σ(Γ∗))

′ ×Hσ− 1
2 (B∗) for 1

2 < σ < 1,

3. (f, g, h) ∈ Hσ+ 1
2 ×Hσ−1(Γ∗)×Hσ− 1

2 (B∗) for 1 ≤ σ,

such that
L(0)u = I0,σ(f, g) (resp. L(0)u = I0,σ(f, g, h)),

then u ∈ Hσ+1(Γ∗), with constants of the good form , depending on the support of u.

Here we have abused notation to name V 1−σ =
{
v ∈ H1−σ(Γ∗), v|S∗ = 0

}
and the Iσ,σ′ have

the obvious definitions. Their properties are the same, except that since Γ∗ is not compact,
they are only compact on the subspaces of functions supported in a compact K.

The reason of the index π
2ω is algebraic, and comes from the following. We let (r, θ) be the

polar coordinates in Γ. For any λ in C, and any σ ∈ R, we define

(3.5) Sλ,σ :=

v =

Q∑
q=0

rλ logq rvq(θ); vq ∈ H1+σ([0, ω∗])

 .

We say that such a function is a polynomial if it is polynomial in the Cartesian coordi-
nates z1, z2 of the angular sector Γ∗. This is only possible for λ ∈ N∗, or if v = 0. We can
define L on Sλ,σ by testing against compactly supported function for the duality of V 1−σ

or H1−σ, as is easily seen. Then we say that for v ∈ Sλ,σ, Lv is polynomial if there exists
polynomials (f, g) (resp. (f, g, h)) such that L(0)v = I0,σ(f, g) (resp. L(0)v = I0,σ(f, g, h)).
If λ is not in N∗, then (f, g, h) is zero. At last, L is said to be injective modulo polynomials
if v ∈ Sλ,σ is polynomial as soon as (f, g, h) are polynomials. Again if λ is not an integer, this
is just injectivity.

Lemma 3.15. Let σ > 0. Then L is injective modulo polynomials exactly for λ 6= (k + 1
2)πω ,

with k ∈ Z.

Proof. It is easily seen that this notion is invariant by linear diffeomorphism, and therefore it
is sufficient to check it on the euclidean Laplace operator in Γ. In polar coordinates, this is

∆ =
1

r2

[
(r∂r)

2 + (∂θ)
2
]
,

with Dirichlet condition at θ = ω, and Neumann condition at θ = 0. There, the inward normal
is ∂θ. Because of the classical ellipticity of ∆, this notion is independent of the regularity σ.
We can therefore check it for smooth vq.

Then injectivity modulo polynomials can be computed to be a cascade of ODEs on the vq of
the form

∂2
θvq + λ2vq + 2λ(q + 1)vq+1 + (q + 2)(q + 1)vq+2 = 0

for q ≥ 1, with vQ+1 = vQ+2 = 0. Then starting from q = Q, we show that if λ 6= (k + 1
2)πω ,

all the vq are 0 except v0, which is such that v is polynomial. If λ = (k + 1
2)πω , the fact

that ∂2
θ + λ2 is not injective yield immediately a counter-example.
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The rest of the proof is based on the use of the Mellin transform, for which the properties in
Appendix A to [9] will suffice. We only recall its definition,

M[u](λ) =

∫
R
r−λu

dr

r
,

and the following proposition :

Proposition 3.16. • If u ∈ Hβ(Γ∗), with β < 1, and u is compactly supported, then the
quantity M[u] is defined up to Reλ = β − 1 and analytic in Reλ < β − 1 with values
in Hβ([0, ω∗]).

• If u ∈ Hβ(Γ∗), with β ≥ 1, and u is compactly supported, then M[u] is holomorphic
in Reλ < 0 with values in Hβ([0, ω∗]). It can be meromorphically extended up to Reλ <
β−1. Let U denote that extension. For Reλ ∈]k, k+1[, k ∈ N, U coincides withM[u−
Pku], where Pku denotes the Taylor series of order k of u at 0. Finally, the poles of U
are simple and lie in k ∈ N with k < β − 1, and we have

Resk=λr
λU(λ) = Pk−1u− Pku.

There is an inversion formula,

u(z) =
1

2π

∫
R
r−η+iζM[u](−η + iζ) dζ,

valid on any vertical line in the domain of holomorphy of M[u]. At last, one can mea-
sure the Hβ(Γ∗) regularity of u from the L2 norm in ζ of the Hβ([0, ω∗], |ζ| + 1) norm in η
ofM[u](−η+ iζ). Here and in the following, Hβ([0, ω∗], ρ) is the Hβ space endowed with the
norm

‖f‖2β,ρ = ρ2β ‖f‖2L2 +
∥∥∥Dbβcf∥∥∥2

Hβ−bβc
.

The interest of the Mellin transform is that it changes r∂r into λ, so that the problem
∆u = g in Γ,

u|θ=0 = f,

∇νu|θ=ω = h,

would become, through multiplication by the appropriate power of r and the Mellin transform,
(∂2
θ + λ2)U =M[r2g] in Ω,

U |θ=0 =M[f ],

∂θU |θ=ω =M[rh].

Of course, we need to work in Ω∗ and with the associated form l.

To simplify notations, we concentrate on the case s− 1 ≥ σ > 1
2 , the proof of the other cases

being similar.

So suppose we are in the hypotheses of Proposition 3.14. Then in Mellin, we give the following
definitions.
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• The Mellin transform of u is U(λ), which is holomorphic in Reλ < 0 and defined up
to Reλ = 0, with values in H1([0, ω∗]).

• The Mellin transform of (f, r2g, rh) is (F,G,H)(λ), which is meromorphic on Reλ < σ,
defined up to Reλ = σ, with values inR×(H1−σ([0, ω∗]))

′×R (orR×Hσ−1([0, ω∗])×R).
Its poles are concentrated at the non-negative integer values of λ.

• The operator L(0) becomes a holomorphic family of operators L(0)(λ) : H1([0, ω∗]) →
R× (V ([0, ω∗]))

′ defined by(
L(0)(λ)v

)
(w) := (v(ω∗), l(λ)(v, w)),

with l(λ) a holomorphic family of forms on V ([0, ω∗]) with constant coefficients, bounded
as S varies in Λ∗.

• The I0,σ are transformed in a holomorphic family of compact operators I0,σ(λ).

Now the equation on u becomes

L(0)(λ)U(λ) = I0,σ(λ)(F (λ), G(λ), H(λ)).

It is valid on the common domain of holomorphy of those functions, which is Reλ < 0.

Lemma 3.17. For any real numbers α < β, there is a constant Cα,β uniform in Λ∗ such
that for any α < Reλ < β with |Imλ| >> 1, again uniformly in Λ∗, L(0)(λ) is invertible and
satisfies ∥∥∥L(0)(λ)−1(F,G)

∥∥∥
H1
≤ Cα,β [|F |+ ‖G‖V ′ ] .

The family L(0)(λ)−1 is meromorphic in C.

Proof. The first step is to deduce the coercivity of l from the one of a. We can find an Hs+ 1
2

diffeomorphism sending a neighborhood of our point x to a neighborhood of 0 in Rn−2 × Γ∗
such that the frozen forms it produce are the p and l already defined. It suffices to compose
our local coordinates map with the inverse of its linearized at x.

Then the coefficients of this form a are regular enough that

|p(u, u)− a(u, u)| ≤ C
[
ρ ‖u‖2H1 + ‖u‖2L2

]
for any u ∈ V with support in B(0, ρ),ρ ≤ 1. Combined with the coercivity of a, this yields

‖u‖2H1 ≤ C
{
p(u, u) + ‖u‖2L2

}
if ρ is small enough. Applying this to v = u(1

ρ ·) and letting ρ go to 0 gives

‖v‖2H1 ≤ C
{
p(v, v) + ‖v‖2L2

}
for v compactly supported, and thus by density for any v. Then applying this to v(y, z) =
ψ(y)w(z) with ψ compactly supported, and equal to one on the unit ball of Rn−2, we get

‖w‖2H1 ≤ C {l(w,w) + ‖w‖H1 ‖w‖L2} .
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Applying this result to w(z) = χ(r)rλu(θ), for χ compactly supported, equal to 1 near r = 1
and to 0 near r = 0, and for α < Reλ < β, this yields

‖u‖2H1(|λ|) ≤ Cα,β
{

Rel(λ)(u, u) + ‖u‖H1(|λ|) ‖u‖L2

}
.

Remarking that ‖u‖L2 ≤ Cλ−1 ‖u‖H1(|λ|), we get for λ big enough

‖u‖2H1(|λ|) ≤ Cα,β {Rel(λ)(u, u)} .

This holds for u ∈ V ([0, ω∗]) and is the required coercivity. This is enough to prove the
inversibility of L(λ) and the accompanying estimates.

For the meromorphy, we start by observing that for λ, λ′ ∈ C, the operator L(0)(λ)−L(0)(λ′)
is compact. Then if λ0 is such that L(0)(λ0) is invertible, we can write

L(0)(λ) = L(0)(λ0) ◦ (I + Z(λ))

with
Z(λ) = L(0)(λ0)−1 ◦ (L(0)(λ)− L(0)(λ0)).

Thus Z(λ) is a holomorphic family of compact operators, with I +Z(λ0) = I invertible. This
implies the meromorphy of the family of index 0 Fredholm operators L(0)(λ), and therefore
the meromorphy of L(0)(λ)−1.

Then we need to prove the regularity of the family L.

Lemma 3.18. For any Reλ ∈ [0, σ], if U ∈ H1([0, ω∗]) is such that

L(0)(λ)U = I0,σ(λ)(F,G,H),

then U ∈ Hσ+1([0, ω∗]), and

‖U‖Hσ+1 ≤ C
[
|F |+ ‖G‖(H1−σ)′ + |H|

]
with C uniform in λ and in Λ∗.

Proof. Because the L are constant coefficients, their coefficients when S varies in Λ inhabit
a compact set. Therefore it is sufficient to prove this for a fixed S ∈ Λ∗, with a constant
that is an increasing function of the supremum of the coefficients. The operator family L is
elliptic, and with constant coefficients. The classical elliptic regularity theory can be applied
far from 0, near any interior and boundary point. The constant depends on the coefficients
continuously. Then applying this regularity to w(z) = χ(r)rλu(θ) as above, this function
being compactly supported away from 0, we immediately find the announced regularity.

Then we want to define U(λ), which only made sense for Reλ ≤ 0 initially, in the half-
plane Reλ ≤ σ. The formula

(3.6) U(λ) = L(σ)(λ)−1(F (λ), G(λ), H(λ))
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agrees with the definition of U(λ) in the left half-plane, because

L(0)|H1+σ = I0,σ ◦ L(σ).

Also we have already seen that L(0)(λ)−1 is meromorphic. Its poles are the places where L(0)(λ)
fails to be injective. It is immediate that that the injectivity of L(0) on H1([0, ω∗]) is equivalent
to the injectivity of L on Sλ,0, the space defined in (3.5). Because of Lemma 3.15, we know
that for σ < π

2ω , this injectivity is true for any λ except the integers, where only injectivity
modulo polynomials holds. Therefore the only possible poles of L(0)(λ)−1 when σ is in the
range of Proposition 3.14 are the integers between 0 and σ.

Because of the preceding Lemma, L(σ)(λ)−1 is also meromorphic with the same poles. Then
because F , G and H where also meromorphic with integer poles, (3.6) define a meromorphic
extension of U to Reλ < σ, with integer poles.

We want to take the inverse Mellin transform of U(λ) along Reλ = σ. However, because of
the possible presence of a pole at σ when σ ∈ N, we need to be careful.

First, take σ′ ≤ σ that is not an integer. If already σ is not an integer, we can take σ′ = σ.
Then U(λ) is meromorphic on Reλ ≤ σ′.

Taking the inverse Mellin transform along Reλ = σ′, we find a function u0 ∈ Hσ′+1
0 (Γ∗), with

norm bounded by ∫
Reλ=σ′

‖U(λ)‖2σ′+1,|λ| dλ.

However
‖U(λ)‖2σ′+1,|λ| ≤ C

[
|F (λ)|+ ‖G(λ)‖σ′−1,|λ| + |H(λ)|

]
,

the value for large λ coming from Lemma 3.17 and the elliptic regularity, while for the others
values of λ we use the qualitative information that L(s) is invertible to find the equality with
constants Cλ and then we take the supremum of those constants because λ is in a compact set.
This constant is also uniform in Λ∗ because the coefficients of the problems are in a compact
set. This means that

‖u0‖σ′+1 ≤ C
[
‖f‖σ+ 1

2
+ ‖g‖σ−1 + ‖h‖σ− 1

2

]
.

Now because of the Cauchy formula between Reλ = 0 and Reλ = σ′, we find

u− u0 = 2iπ

bσ′c∑
µ=0

Resλ=µr
λL(σ′)(λ)−1(F (λ), G(λ), H(λ)).

Then writing uµ for the µth residue, we see that for χ a cutoff at 0, for µ > 0, χuµ ∈ V .
Since u ∈ V , we deduce immediately that χu0 ∈ V and therefore u0 is a polynomial. We
want to prove by recurrence that all the uk are polynomials. By subtracting the ones already
known to be polynomials, it is sufficient to assume that

∀µ ≤ k − 1,Resµ=λr
λU(λ) = 0.

Then comparing l(u− uk, v) and l(u, v) for v ∈ V shows that a(uk, v) is a polynomial. Then
injectivity modulo polynomials shows that uk is a polynomial. The uniformity of the constants
in Λ∗ is immediate. This concludes the proof of Proposition 3.14 in the case where σ /∈ N.
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If σ ∈ N, we just proved that the regularity holds for σ′ < σ. Keeping separate the regular
part u0 ∈ Hσ′+1 and the residues (which are polynomials), we see that we only need to prove
that χu0 ∈ Hσ+1 with χ a cut-off at 0. Thus we only need to show that

∀α, |α| = σ + 1, Dαu0 ∈ L2(Γ∗).

For this we need to extend
w(λ) = (Dα(λ)U(λ))|α|=σ+1

up to Reλ = σ, with the punctual convergence

w(σ′ + i·)→ w(σ + i·) in L2(R× [0, ω∗]) ∩ L2,σ(R;L2([0, ω∗])),

where Dα(λ) is the Mellin transform of Dα and

L2,σ(R;H)) :=
{
u; (1 + |·|)σ ‖u(·)‖H ∈ L

2(R)
}
.

Then passing to the limit Reσ′ → Reσ in the Cauchy formula would give us the result. But
the usual limit case for the Mellin transform (again see [9]) gives the desired result. This
concludes the proof of Proposition 3.14.

Full operator. The objective is now to come prove the regularity of the full problem starting
from this model case. Recall that from the full form a we have first constructed a constant
coefficients form p on Rn−2 × Γ∗ be freezing the coefficients at 0. We can associate to this
form p a series of problems P as we have done for a and l. The first objective is to derive the
following regularity theory for P .

Proposition 3.19. For any S in Λ∗, for any 0 ≤ σ < π
2ω , if there exists u ∈ H1(Rn−2 × Γ∗)

and

1. (f, g) ∈ Hσ+ 1
2 (Rn−2 × S∗)× (V 1−σ)′ for 0 ≤ σ < 1

2 ,

2. (f, g, h) ∈ Hσ+ 1
2 (Rn−2×S∗)× (H1−σ(Rn−2×Γ∗))

′×Hσ− 1
2 (Rn−2×B∗) for 1

2 < σ < 1,

3. (f, g, h) ∈ Hσ+ 1
2 (Rn−2 × S∗)×Hσ−1(Rn−2 × Γ∗)×Hσ− 1

2 (Rn−2 ×B∗) for 1 ≤ rσ,

such that
P (0)u = I0,σ(f, g) (resp. P (0)u = I0,σ(f, g, h)),

then u ∈ Hσ+1(Rn−2 × Γ∗) near 0, with constant of the good form.

We have again used the obvious definition for V and the I0,σ. This statement is different from
the one for L only if n ≥ 3, so that their is actually a transverse direction y ∈ Rn−2.

Proof. The spirit of the proof is to first go to Fourier in the unbounded variable y ∈ Rn−2,
and then use homogeneity to reduce to the dual variable η in the sphere Sn−3. Then for such
an η, the regularity far from 0 will be a simple consequence of the classical regularity theory,
while the regularity near 0 will come from the one of L.
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Accordingly, for η ∈ Sn−3, let p(η) be the form deduced from p by going to Fourier in y, or
equivalently replacing the ∂αy derivatives with multiplication by iηα. Let P (η) be the associated
family of problems. Assume we have u ∈ V (Γ∗) and (f, g, h) ∈ Hσ+ 1

2 (S∗) × (H1−σ(Γ∗))
′ ×

Hσ− 1
2 (B∗) such that

P (0)(η)u = I0,σ(f, g, h)).

We want to prove that u ∈ Hσ+1(Γ∗), with the associated constant uniform in Λ∗. Here u
need not have compact support, which is important for what follows. We can decompose the
regularity between points far from 0 and 0. The regularity at 0 is an immediate consequence of
the regularity of L and the easily established compactness of P (η)−L on compactly supported
functions, which comes from the fact that the associated form a− p(η) involves no first-order
derivatives.

For the regularity far from 0, we start by remarking that the regularity of P near any
point (0, z) ∈ Rn−2×Γ∗ with |z| = 1 comes immediately from the constancy of its coefficients
and the classical interior and boundary estimates. The constant can be taken uniformly for
those points because they form a compact set. Then applying the associated regularity theory
and estimates to a cut-off near this set times ei2γ〈η,y〉u(2γz) for γ ∈ N∗ gives the regularity
of u in dyadic crowns exhausting B(0, 1)c, uniformly in 2γ . Then summing the pieces gives
the regularity far from 0. The constant are of course smoothly dependent on the coefficients
of p and on η ∈ Sn−2, which inhabits compact set. Therefore it can be taken uniform in Λ∗
and in η ∈ Sn−2.

Then we derive that for any η ∈ Rn−2, if u has compact support in B(0, 1), then P (η)(0)u =
I0,σ(f, g, h) means that u ∈ Hσ+1 with estimations uniform in the norms Hr(Γ∗, |η|). This is
immediate for η ≤ 1 because those norms are equivalent to the classical Sobolev norm, and
because P (η)− P (η/ |η|) is compact.

For η > 1, we simply apply the regularity of P (η/ |η|) to u(z/ |η|). The fact that the support
of this function goes to infinity is the reason we needed estimates far from 0 in the preceding
step.

Then by using Fourier, those estimates immediately imply Proposition 3.19.

Then the remainder of the proof of Theorem 3.13 is simple. We first deduce from the regularity
of P near 0 the regularity of A near x ∈ L, by mapping a neighborhood of x to a neighborhood
of 0 in Rn−2 × Γ∗ so that p is its associated frozen coefficients form, then using the Hs− 1

2

(with s > 1 + n
2 ) regularity of the coefficients to write that the form a is close to the form p

for functions with support small enough, close to x the size of this support depends only on
the Lipschitz norm of those coefficients, so that it is bounded from below for S ∈ Λ∗. Those
steps are where the regularity of the solution gets limited to s+ 1

2 .

Then combining this with the classic regularity near other points, and using the compactness
of Ω∗, we can finish the proof. For the last step of regularity, assuming S is Hs, one needs sim-
ply to use the Hs(Ω) regularity of the solution, with constants uniform in Λ∗, and then prove
the regularity up to Hs+ 1

2 (Ω) by repeating the proof above, taking care that the dependence
in the Hs− 1

2 (Ω) norm of the coefficients, and therefore in |S|s, is linear.
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It can be remarked in the proof above that the regularity is limited by the angle only at L.
Therefore, if s ≥ π

n+1 , the regularity of the solution in the full domain will only be H1+ π
2ωmax

−,
but we still have the following.

Lemma 3.20. Take s > 1 + n
2 , an Hs surface S∗ as above, and δ > 0 small enough. As-

sume S ∈ Λ∗ is also in Hs. Take u a variational solution as above, with data (f, g, h) ∈
Hr+ 1

2 ×Hr ×Hr− 1
2 , with 0 ≤ r ≤ s− 1

2 . Then u is locally in Hr+1 near any point of Ω̄ \ L.

Other elliptic problems Another elliptic problem in Ω we will need to solve is
∆u = g in Ω,

∇Nu|S = f,

∇νu|B = h,

subject to the natural condition∫
Ω
g dx =

∫
S
f dS +

∫
B
hdS.

The resolution is completely analogous to the previous one, although it has to be performed
modulo constants since they are always solution of the homogeneous problem. The only
real change is the model operator, which will of course be the Laplace operator on a sector of
angle ω, but with Neumann condition at both sides. It is readily checked that the singularities
appear for λ = kπ

ω , k ∈ N∗, and therefore the solution is (modulo constants) in Hr+1 with 0 <

r ≤ min
(
s− 1

2 ,
π

ωmax

)
.

In the same vein, one obtain the same regularity result for the Dirichlet-Dirichlet problem,
assuming the two pieces of data can be pasted together at the angle to form a smooth enough
function. The singularities are at the same place as in the Neumann-Neumann case.

3.5 The Dirichlet to Neumann operator

The fundamental operator for the dynamic is the Dirichlet to Neumann operator N , defined
on functions on S by

N f = ∇NH(f),

where H(f) is the harmonic extension of f in Ω, satisfying
∆H(f) = 0 in Ω,

H(f)|S = f,

∇νH(f)|B = 0.

As a consequence of the preceding analysis, this operator is continuous, elliptic, and self-adjoint
on L2(S), for S in Λ∗.

Proposition 3.21. Let s > 1 + n
2 . Let S∗ be an Hs− 1

2 reference hypersurface, and δ small
enough, so that in the corresponding Λ∗, the maximal angle satisfies s < 1 + π

2ω , and all other
geometric conditions imposed above apply. Let 1 ≤ σ ≤ s− 1

2 .
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1. Continuity: there is a constant C, depending only on Λ∗ and σ, such that if S is an
hypersurface in Λ∗, and f ∈ Hσ(S),then N f ∈ Hσ−1(S), and

‖N f‖Hσ−1(S) ≤ C ‖f‖Hσ(S) .

2. Ellipticity: there is a constant C, depending only on Λ∗ and σ, such that if S is an
hypersurface in Λ∗, and f ∈ H

1
2 (S) is such that N f ∈ Hσ−1(S), then f ∈ Hσ(S), and

‖f‖Hσ(S) ≤ C
[
‖N f‖Hσ−1(S) + ‖f‖L2(S)

]
.

3. Self-adjointness on L2(S): If f and g are in H1(S), then∫
S
fN g dS =

∫
S
gN f dS.

Proof. The operator can be defined on H
1
2 (S) through the following weak formulation : for

any (f, g) smooth enough, the Stokes formula is valid since the domain is Lipschitz, and gives∫
S
fN g dS =

∫
Ω
∇Hf · ∇Hg dx.

Since the right-hand side is well-defined for f and g in H
1
2 (S), N g is well defined with values

in H−
1
2 (S) (or more precisely in the dual of H

1
2 (S), which is contained in H−

1
2 (S)). From

elliptic regularity for the Dirichlet-Neumann problem, and since the angle condition is verified,
it is well defined and continuous in the range 1 ≤ σ ≤ s− 1

2 .

To prove the ellipticity, we simply remark that under the hypotheses, the harmonic exten-
sion Hf is well-defined in H1(Ω) and satisfies, in the weak sense, the Neumann-Neumann
problem with value N f on S. Since the angle condition for this problem is also respected, the
preceding analysis gives us the required control with an H

1
2 (S) norm of f in place of the L2(S)

norm. But then a simple interpolation argument enables us to conclude.

To check that N is symmetric, we observe from the Stokes formula that for f and g in H1(S),∫
S
fN g dS =

∫
Ω
∇Hf · ∇Hg dx =

∫
S
gN f dS.

To check self-adjointness, one should consider the closureN of the Dirichlet-Neumann operator
and its adjoint N ∗, as unbounded operators on L2(S). Then we want to prove that all of those
have domain H1(S). As in the proof of Lannes ([15, Proposition A.14]), we show

H1(S) ⊂ D(N ) ⊂ D(N ∗) ⊂ H1(S).

The first inclusion is obvious, the second comes from the symmetry of N , and the last one
from the previous part on ellipticity, with σ = 1.

We can then use Borel’s functional calculus (see for example [17] to define complex powers N r

of N . Those will form an analytic family of operators, which coincides at integer powers r = k
with the operator N k defined by applying N k times. By the properties of N and complex
interpolation, we will find the following Proposition.
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Proposition 3.22. Let s > 1 + n
2 . Let S∗ be an Hs− 1

2 reference hypersurface, and δ small
enough, so that in the corresponding Λ∗, the maximal angle satisfies s+ 1 < π

2ω , and all other
geometric conditions imposed above apply. Let O ≤ r ≤ s− 1

2 .

Then, uniformly in Λ∗, there exists a self-adjoint unbounded operator N r on L2(S), with
domain Hr(S), which is continuous and elliptic from Hσ(S) to Hσ−r(S), for any r ≤ σ ≤
s− 1

2 .

They form an analytic family of operators, coinciding with classical powers of N for r-integers,
and with the Identity for r = 0.

3.6 Div-curl Problem

In order to recover the velocity in the following analysis, we will need an elliptic regularity
statement for the following problem on a vector field v : Ω→ Rd.

(3.7)


∇ · v = g in Ω,

∇× v = µ in Ω,

(〈∇v,N〉])> = f on S
〈v, ν〉 = h on B.

Here ∇× v is a shorthand for the vorticity form µ(X) · Y = 〈∇Xv, Y 〉 − 〈∇Y v,X〉 which, as is
well-known, can be seen as a function in dimension n = 2 and a vector field in dimension n = 3.
The musical isomorphisms ] and [ respectively raise and lower the indices through the metric.
Thus ] transforms a linear form into a vector. The metric used being the Euclidean metric
in Ω, or the metric induced on S, M or L when the fields are tangent to either S, B, or S.
Notice that in the cases of S and L, this operation has limited regularity.

In our problem, g = 0 and we could assume µ = 0, however this does not simplify the proof,
and therefore we may as well study the general case.

The strange boundary condition at S replaces the condition on 〈v,N〉, whose regularity would
be limited by N and not by v. Of course, since ν is smooth, no such difficulty arises at the
bottom.

In this paper, we will not need the existence of a variational solution for such a problem, so
we concentrate on regularity theorems. We will have two main difficulties.

The first one is already present in the usual case without corners. The surface S is Hs,
and we will want the velocity field v ∈ Hs(Ω). However, if we see v as a vector field on
the Hs+ 1

2 -manifold with corner Ω, its maximal regularity would be Hs− 1
2 (Ω), since change

of coordinates on vector fields involve multiplication by DφΩ. The way out of this is to
transport v by v ◦ ΦΩ, which means considering v as an array of functions, whose regularity
are only limited at Hs+ 1

2 (Ω), and satisfying some additional relations. Since this is not the
canonical way to transport vector fields, it does not preserve being a gradient, and does not
transport the divergence and curl correctly. Therefore any technique invariant by change of
coordinates on vector fields, like the Hodge decomposition, is useless in this setting. Remark
however that there is no problem of definition for the data, which are all less regular functions.
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The second difficulty is again due to the presence of the corner. Since we do not want to
perform an analysis of the singularities as above, our aim is to reduce the problem to a scalar
one, at least locally near the corner, and use the preceding results.

The reason why the boundary data on S is not under the more classical form 〈v,N〉 is that N
would limit the regularity of this expression, being only in Hs− 3

2 (S) for S ∈ Λ∗. Since ν has
maximal regularity on B, this is not the case on B.

For the following Proposition, remark that since we only want v ∈ Hs(S) at he maximum, we
do not need to now that S is Hs. The information that it is in Hs− 1

2 , which is included in
the hypothesis S ∈ Λ∗, is sufficient. Thus, the constants will not depend on |S|s.

Proposition 3.23. Take s > 1+n/2, an-Hs hypersurface S∗ and δ > 0 small enough, so that
in particular as above, s < π

2ωmax
+ 1

2 . Then if S ∈ Λ∗, if (g, µ, f, h) ∈ Hσ−1(Ω)×Hσ−1(Ω)×
Hσ− 3

2 (S)×Hσ− 1
2 (B), with s− 1 ≤ σ ≤ s, if v is a solution of (3.7) in Hσ(Ω), then

‖v‖Hσ(Ω) ≤ C
[
‖g‖Hσ−1(Ω) + ‖µ‖Hσ−1(Ω) + ‖f‖

Hσ− 3
2 (S)

+ ‖h‖
Hσ− 1

2 (B)
+ ‖v‖L2(Ω)

]
,

where C is uniform in Λ∗.

The dependence on ‖v‖L2 is good, since as a part of the Hamiltonian, it is a bounded quantity.
Also the condition on the angle correspond to what would be expected for v = ∇ψ and a
smooth geometry, if we wanted ψ to be in Hs+1.

Proof. First, remark that by interpolation it is enough to prove the inequality with the quan-
tity ‖v‖Hs−ε(Ω) for some ε > 0 in place of the L2 norm. The proof is based on the observation
that (3.7) implies that the euclidean coordinates of v satisfy

(3.8) ∆vi = ∂jµ
i
j + ∂if in Ω,

so that one can study vi as a function satisfying an elliptic equation.

The regularity will again be proved locally near any point of Ω. Near interior points, equa-
tion (3.8) is enough.

Near a boundary point x0 not in the edge L, the analysis is more involved. Since it is
no different in both components, we concentrate on S. First, we freeze coefficients. More
precisely, we use a local coordinate map ψ, of class Hs, and such that Dψ is the identity
at x0, and a cutoff to transfer the functions vi close to x to compactly supported functions
with value vi(ψ) close to x0. Thus, by pulling back the vis as functions, we avoid the loss
of regularity. Then those functions, close to x0, satisfy a certain div-curl problem with non-
constant coefficients, depending smoothly on Dψ−1, which, if frozen at x0, give the euclidean
divergence and curl operators, and the boundary conditions with the good normals. For
example on the divergence part, if χ denotes the inverse of ψ and vi = wi(χ), we have

∂iχ
j∂jw

i = g(ψ),

with Dχ(0) = I, and therefore writing

∂iw
i =

∑
i

∂iw
i(1− ∂iχi)−

∑
i 6=j

∂jχ
i∂iw

j + g
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gives the control

‖∇ · w‖Hs−1 ≤ ‖g‖Hs−1 + ‖Dw‖Hs−1 ‖Dχ− Id‖L∞ + C(χ) ‖Dw‖L∞ .

Then since Dχ is Lipschitz we find that on a ball of radius ρ,

‖∇ · w‖Hs−1 ≤ C [‖g‖Hs−1 + ρ ‖w‖Hs + ‖w‖Hs−ε ]

for ε > 0 small enough, with C uniform in Λ∗, independent of ρ. The same can be done for the
curl and for the boundary data. Then one only needs to prove the regularity near x0 for the
frozen constant coefficients, and then take ρ small enough to absorb the term in the left-hand
side. Remark that even if the right-hand side of the original problem was 0, we would still
need to study the inhomogeneous version since the freezing process produces a right-hand
side.

Then one needs only to prove the regularity for a solution of (3.7) in a half-space for some
function compactly supported near 0. We again transform the problem into (3.8), and study
each coordinates separately. If en is the normal coordinate in our half-space, the coordinates vi,
for i 6= n satisfy a Laplace problem, and in terms of boundary data, we find

∇nvi = ∇n 〈v, ei〉 = 〈∇nv, ei〉 = 〈∇eiv, n〉+ 〈(∇× v)(n), ei〉 ,

and both of those terms are part of the data. Therefore we have a Neumann boundary
condition for vi, and the regularity is classical. On the other hand, vn also satisfies a Laplace
problem, and

∇eivn = 〈∇eiv, n〉

which is part of the data for all i 6= n, so that we control the full gradient of vn on the boundary,
and thus using ‖v‖Hs−ε we can control the value of vn on the boundary. We therefore have a
Dirichlet problem for vn, and we can easily conclude.

The last step is the control near a point of L. As above, we reduce it to the same problem in the
angular sector Rn−2 × Γ. The components of v in the unbounded direction, being tangential
to all parts of the boundary, can be treated as above. We are left with two components, and
we would like to reduce the problem to a 2D system in the angular sector Γ. As in the proof
of the scalar problem, we apply the Fourier transform in the unbounded variables. Treating
all terms in the tangential variables and all lower order terms as a right-hand side, we have a
problem with parameter ξ ∈ Rn−2, of the form

(3.9)


∇ · ṽ(ξ) = g̃(ξ) in Γ,

∇× ṽ = ω̃(ξ) in Γ,

(〈∇ṽ(ξ), N〉])> = f̃(ξ) on S

(〈∇ṽ(ξ), ν〉])>b = h̃(ξ) on B.

Here ṽ(ξ) is for each ξ a vector field on Γ. Also, >b is the projection to vector fields tangent
to M. We need to prove weighted in ξ estimates for this problem. Again, as in the scalar
case, it is sufficient to prove them for fixed ξ on the sphere, but with arbitrary large support,
and constants independents of the support.

Now since we are on a straight domain, there is no problem anymore to use vectorial methods.
One can use Hodge decomposition in the angular sector, which exists since Γ is piecewise
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regular and the function has compact support, writing ṽ = ∇φ + ∇⊥φ̃, where ∇⊥ here is
the perpendicular gradient (∂2,−∂1), and such that ∇Nφ = ṽ · N on S and the same on B.
Differentiating those boundary conditions along the tangential direction τ , we find that we
control

∇τ∇Nφ = 〈∇τ ṽ, N〉 = f̃

and since we also control v in Hs−ε, we control the Neumann data ∂Nφ. The same can be
done on the bottom B, so that we can use ∆φ = div ṽ = g̃ and our preceding regularity result
for functions satisfying some elliptic problem with Neumann data on both sides to control ∇φ
as expected.

We at last find ∆φ̃ = ∇× ṽ = g̃, and since
〈
∇⊥φ̃, N

〉
= ∇τ φ̃ = 0, we find φ̃ to be constant

on the boundary, and we can again use elliptic regularity for functions with Dirichlet data at
both sides to conclude.

We notice that for the case σ = s− 1, the boundary data can be given under the form 〈v,N〉
and 〈v, ν〉, because N ∈ Hs− 3

2 (S).

4 Quasi-linearization

In this section, we want to find a quantity satisfying the linearized equation. As explained in
the introduction, we want to differentiate the equation in time. Since

Dtv = −∇p− gen,

we look for an equation on ∇p = ∇pv,v − g∇H(xn|S) + g∇xn (the term gen does not depend
on time.) As we will see later, the regularity of ∇p is equivalent to the regularity of its normal
part a = −∇Np|S , the Taylor coefficient, so we will in fact prove that a satisfies the linearized
equation.

Proposition 4.1. Let s > 1+ n
2 . Let S∗ be an H

s reference hypersurface, and δ small enough,
so that in the corresponding Λ∗, the maximal angle satisfies s < 1

2 + π
2ω , and all other geometric

conditions imposed above apply.

Then if St is a continuous family of Hs hypersurface belonging to Λ∗, if v ∈ C(Hs(Ωt)), and
if they satisfy the water waves equations, then the Taylor coefficient a ∈ C(Hs−1(St)) follows
the equation

(4.1) D2
ta+ aNa = R.

Here, the remainder R is in C(Hs− 3
2 (St)), with at each time t

(4.2) ‖R(t)‖
Hs− 3

2 (St)
≤ Q

(
|St|s , ‖v‖Hs(Ωt)

)
,

where Q is a time-independent polynomial in its variables, whose coefficients depend only on Λ∗
and g.
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Proof. This is only a long computation. To start with, we recall that p is the solution of the
elliptic equation

(4.3)


∆p = −tr

(
(Dv)2

)
in Ωt,

p|St = 0,

∇νp|Bt = −ΠM(v, v) + gνn

where ΠM(v, w) = −〈∇νv, w〉 is the second fundamental form ofM and νn is the component
of ν along en. As a consequence of Theorem 3.13, recalling that ΠM is smooth, we find
that p ∈ C(Hs+ 1

2 (Ωt)) with for each time

(4.4) ‖p‖
Hs+1

2 (Ωt)
≤ Q

(
|St|s , ‖v‖Hs− 1

2 (Ωt)

)
where Q is as in the Proposition. The fact that we can use only the Hs− 1

2 norm of v means
that the regularity of p is limited by the domain, and not its data.

Then

(4.5) Dt∇p = −〈∇v,∇p〉] +∇Dtp.

We want to find the elliptic problem satisfied by Dtp.

Elliptic problem for Dtp First, using (4.3),

(4.6) Dtp|St = Dt (p|St) = 0.

In Ωt,
∆Dtp = Dt∆p+ 2tr

(
D2p ·Dv

)
+ 〈∆v,∇p〉 ,

where · represents the matrix product. But, using (4.3), we find

Dt∆p = −Dttr
(
(Dv)2

)
= −2tr (DDtv ·Dv) + 2tr

(
(Dv)3

)
,

and the Euler equations give

Dt∆p = 2tr
(
D2p ·Dv

)
+ 2tr

(
(Dv)3

)
.

Thus we have proved that in Ωt,

(4.7) ∆Dtp = 4tr
(
D2p ·Dv

)
+ 2tr

(
(Dv)3

)
+ 〈∆v,∇p〉 .

Since both ν and ΠM are smooth and independent of t, we compute easily that on points
of Bt,

(4.8) Dtν|B = ∇vν

and for w and w′ tangent to B,

(4.9) Dt

(
ΠM(w,w′)

)
= ΠM(D>t w,w

′) + ΠM(w,D>t w
′)−

〈
D2ν(v, w), w′

〉
,
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where > represents the orthogonal projection to the tangent plane ofM.

On the other hand,

∇ν (Dtp)|Bt = Dt (∇νp|Bt) + 〈∇νv,∇p〉|Bt + ΠM(v,∇>p).

Using the elliptic equation (4.3) on p and the preceding computations (4.8) and (4.9), we find

Dt (∇νp|Bt) = −2ΠM(D>t v, v) +
〈
D2ν(v, v), v

〉
|Bt + g (∇vν)n|Bt .

Euler equations let us conclude

Dt (∇νp|Bt) = 2ΠM(∇>p, v) +
〈
D2ν(v, v), v

〉
|Bt − g (∇vν)n|Bt .

Therefore,

(4.10) ∇ν (Dtp)|Bt = 3ΠM(∇>p, v) +
〈
D2ν(v, v), v

〉
|Bt − g (∇vν)n|Bt + 〈∇νv,∇p〉|Bt .

By grouping together terms of same regularity, we therefore find for Dtp the expression
(4.11)

Dtp =∆−1 (〈∆v,∇p〉 , 〈∇νv,∇p〉)

+ ∆−1
(

4tr
(
D2p ·Dv

)
+ 2tr

(
(Dv)3

)
, 3ΠM(∇>p, v) +

〈
D2ν(v, v), v

〉
− g(∇vν)n

)
,

where u = ∆−1(g, h) is the solution of
∆u = g in Ωt,

u|St = 0,

∇νu|Bt = h.

The elliptic regularity Theorem 3.13, combined with product estimates gives us that the first
term of (4.11) is in Hs(Ωt), while the second is in Hs+ 1

2 .

If we plug this into (4.5), we find
(4.12)
Dt∇p =− 〈∇v,∇p〉] +∇∆−1 (〈∆v,∇p〉 , 〈∇νv,∇p〉)

+∇∆−1
(

4tr
(
D2p ·Dv

)
+ 2tr

(
(Dv)3

)
, 3ΠM(∇>p, v) +

〈
D2ν(v, v), v

〉
− g(∇vν)n

)
.

The first line of the right-hand side is in Hs−1(Ωt), the second in Hs− 1
2 (Ωt). Let us call

α := ∆−1 (〈∆v,∇p〉 , 〈∇νv,∇p〉) ,

and

β := ∆−1
(

4tr
(
D2p ·Dv

)
+ 2tr

(
(Dv)3

)
, 3ΠM(∇>p, v) +

〈
D2ν(v, v), v

〉
− g(∇vν)n

)
,

so that in short,

(4.13) Dt∇p = −〈∇v,∇p〉] +∇α+∇β.

Now we need to compute the second derivative in time. For this, we compute the derivative
of each of the three terms of (4.13).
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First term We first compute

−Dt 〈∇v,∇p〉] = −〈∇Dtv,∇p〉] + 〈∇∇vv,∇p〉] − 〈∇v,Dt∇p〉] .

From Euler equations, the first term is

−〈∇Dtv,∇p〉] =
〈
D2p,∇p

〉]
.

Using the evolution of ∇p from (4.13) to express the third term, we find

−Dt 〈∇v,∇p〉] =
〈
D2p,∇p

〉]
+ 2 〈∇∇vv,∇p〉] − 〈∇v,∇α〉] − 〈∇v,∇β〉] .

Using the product estimates we can sum this up as

(4.14) −Dt 〈∇v,∇p〉] =
〈
D2p,∇p

〉]
+R

with R satisfying

(4.15) ‖R‖Hs−1(Ωt)
≤ Q

(
|St|s , ‖v‖Hs(Ωt)

)
with Q as in the Proposition.

Second term We now compute

(4.16) Dt∇α = ∇Dtα− 〈∇v,∇α〉] .

To find expression for Dtα, we use the same method as for p. We look for an elliptic problem
it satisfies.

It is immediate that

(4.17) Dtα|St = 0.

In the domain Ωt,

(4.18) ∆Dtα = Dt∆α+ 2tr
(
D2α ·Dv

)
+ 〈∆v,∇α〉 .

Let us concentrate on the first term, using that

∆α = 〈∆v,∇p〉 .

We find

Dt∆α = 〈∆Dtv,∇p〉 − 2tr
(〈
D2v,∇p

〉
·Dv

)
− 〈∇∆vv,∇p〉+ 〈∆v,Dt∇p〉 .

Thanks once again to Euler’s equations,

〈∆Dtv,∇p〉 = −〈∆∇p,∇p〉 =
〈
∇tr

(
(Dv)2

)
,∇p

〉
,

so that again, using the evolution of ∇p from (4.13),

Dt∆α =
〈
∇tr

(
(Dv)2

)
,∇p

〉
− 2tr

(〈
D2v,∇p

〉
·Dv

)
− 2 〈∇∆vv,∇p〉+ 〈∆v,∇α〉+ 〈∆v,∇β〉 .
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Combined with (4.18), this gives

(4.19) Dt∆α =
〈
∇tr

(
(Dv)2

)
,∇p

〉
− 2tr

(〈
D2v,∇p

〉
·Dv

)
− 2 〈∇∆vv,∇p〉+ 2 〈∆v,∇α〉+ 〈∆v,∇β〉+ 2tr

(
D2α ·Dv

)
.

At last on Bt,
∇νDtα = Dt(∇να) + 〈∇νv,∇α〉 − 〈∇vν,∇α〉 .

The first term can be computed from

∇να|Bt = 〈∇νv,∇p〉 ,

and is
Dt(∇να) = 〈∇νDtv,∇p〉+ 〈∇∇vνv,∇p〉 − 〈∇∇νvv,∇p〉+ 〈∇νv,Dt∇p〉 .

Using Euler’s equations and (4.13) once again,
(4.20)
∇νDtα = −D2p(ν,∇p)+〈∇∇vνv,∇p〉−2 〈∇∇νvv,∇p〉+2 〈∇νv,∇α〉+〈∇νv,∇β〉+ΠM(v,∇>α).

Combining (4.17), (4.19) and (4.20) with elliptic and product estimates, we find

(4.21) Dt∇α = −∇∆−1
(
0, D2p(ν,∇p)

)
+R

with

(4.22) ‖R‖Hs−1(Ωt)
≤ Q

(
|St|s , ‖v‖Hs(Ωt)

)
.

Third term We finish by computing

(4.23) Dt∇β = ∇Dtβ − 〈∇v,∇β〉] .

Again we look for an elliptic problem on Dtβ.

As above,

(4.24) Dtβ|St = 0.

In Ωt,
∆Dtβ = Dt∆β + 2tr

(
D2β ·Dv

)
+ 〈∆v, βα〉 ,

and

Dt∆β = 4tr (DDt∇p ·Dv) + 4tr
(
D2p ·DDtv

)
− 8tr

(
D2p ·Dv ·Dv

)
+ 6tr (DDtv ·Dv ·Dv)− 6tr

(
(Dv)4

)
.

At the end end, each of those terms lies in Hs−2(Ωt), so that

(4.25) ‖∆Dtβ‖Hs−2(Ωt)
≤ Q

(
|St|s , ‖v‖Hs(Ωt)

)
.
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On the bottom,
∇νDtβ|Bt = Dt (∇νβ|Bt) + 〈∇νv,∇β〉 − 〈∇vν,∇β〉 ,

Since
∇νβ|Bt = 3ΠM

(
∇>p, v

)
+
〈
D2ν(v, v), v

〉
− g (∇vν)n ,

we only need to compute the evolution of each of those three terms. The first gives

3DtΠM

(
∇>p, v

)
= 3ΠM

(
D>t ∇>p, v

)
+ 3ΠM

(
∇>p,D>t v

)
− 3

〈
D2ν(∇>p, v), v

〉
,

which is easily seen to lie in Hs− 3
2 (Bt). For the second term,

Dt

〈
D2ν(v, v), v

〉
=
〈
D4ν(v, v, v), v

〉
+ 2

〈
D2ν(Dtv, v), v

〉
+
〈
D2ν(v, v),Dtv

〉
,

which is again in Hs− 3
2 (Bt). The last term is

−gDt (∇vν)n = −g (∇Dtvν)n + g
(
D2ν(v, v)

)n
,

still in Hs− 3
2 (Bt). Putting all of this together, we see that

(4.26) ‖∇νDtβ‖
Hs− 3

2 (Bt)
≤ Q

(
|St|s , ‖v‖Hs(Ωt)

)
.

Thus in the end, using elliptic regularity,

(4.27) ‖Dtβ‖Hs(Ωt)
≤ Q

(
|St|s , ‖v‖Hs(Ωt)

)
.

Equation on ∇p We have therefore proved that

D2
t∇p =

〈
D2p,∇p

〉] −∇∆−1
(
0, D2p(ν,∇p)

)
+R

where
‖R‖Hs−1(Ωt)

≤ Q
(
|St|s , ‖v‖Hs(Ωt)

)
.

To finish, we remark that the first two terms of the right-hand side can be rewritten as
1

2
∇
(
|∇p|2

)
− 1

2
∇∆−1

(
0,∇ν |∇p|2

)
=

1

2
∇H

(
|∇p|2|St

)
−∇f,

where f is solution of
∆f = 2

〈
∇p,∇tr

(
(Dv)2

)〉
+ 2tr

(
(D2p)2

)
in Ωt,

f |St = 0,

∇νf |Bt = 0,

and is therefore in Hs(Ωt). Remarking that on St, because p|St = 0, ∇p = ∇NpN , we find

D2
t∇p =

1

2
∇H(a2) +R

with R as above. To finish, we notice that

H(a2) = (H(a))2 +Hs+ 1
2 (Ωt)

because of the elliptic problem satisfied by the difference, so that in the end,

(4.28) D2
t∇p = H(a)∇H(a) +R

with

(4.29) ‖R‖Hs−1(Ωt)
≤ Q

(
|St|s , ‖v‖Hs(Ωt)

)
.
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Equation on a To transform this into an equation on a, we need to compute the evolution
of the normal to the surface, DtN . We redo the computations of Shatah and Zheng in [18].
First, because |N | = 1,

DtN ⊥ N.

Then we can choose τ0 tangent to St0 at the point x0 ∈ St0 , and transport it in time as a
solution of

Dtτ = ∇τv, τ(t0) = τ0.

Immediatly,
〈DtN, τ0〉 = −〈N,Dtτ〉 = −〈∇τ0v,N〉 .

Thus

(4.30) DtN = −
(
〈∇v,N〉]

)>
∈ Hs− 3

2 (St).

This also gives

(4.31)
〈
D2
tN,N

〉
= − |DtN |2 ∈ Hs− 3

2 (St).

Now since a = −〈∇p,N〉|St , we find

D2
ta = −

〈
D2
t∇p,N

〉
− 2 〈Dt∇p,DtN〉+ a

〈
D2
tN,N

〉
,

and the last two terms are in Hs− 3
2 (St). Thus by taking the scalar product with N of the

trace of (4.28),

(4.32) D2
ta+ aNa = Hs− 3

2 (St),

with estimates on the remainder as in the Proposition.

5 The energy

Using this quasi-linear form (4.32) for the equations, an obvious choice for the energy is

(5.1) E :=

∫
St

∣∣∣N s− 3
2Dta

∣∣∣2 dS +

∫
St
a
∣∣N s−1a

∣∣2 dS + ‖µ‖2Hs−1(Ωt)
.

Here, we use the powers of the Dirichlet to Neumann map N , defined in Subsection 3.5, and
we integrate according to the surface element dS of St. The first two terms correspond to the
energy for the linearized equation satisfied by a. We will see that those terms do not control
the vorticity part of v, and therefore we added the Hs−1(Ωt) norm of µ := Dv −Dv∗, which
will be well controlled because the vorticity is a conservation law for Euler equations. We
call E0 := E(t = 0) the initial energy.

We first need to show that one can recover the original unknown from this energy.
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Proposition 5.1. Let s > 1+ n
2 . Let S∗ be an H

s reference hypersurface, and δ small enough,
so that in the corresponding Λ∗, the maximal angle satisfies s < 1

2 + π
2ω , and all other geometric

conditions imposed above apply.

Then if S is an Hs hypersurface belonging to Λ∗ and v ∈ Hs(Ωt) are solution of the equations,
and if the Taylor condition a ≥ a0 > 0 is satisfied, then E is well-defined, finite, and we have

|S|2s + ‖v‖2Hs(Ω) ≤ F
(
‖v‖

Hs− 1
2 (Ω)

, E
)

where F is a non-decreasing continuous function of its arguments, depending only on Λ∗, a0

and ω.

Proof. If S is in Hs and v is in Hs(Ω), our elliptic regularity theory gives ∇p in Hs− 1
2 and

therefore a ∈ Hs−1(S), while the formula for Dta tells us it lies in Hs− 3
2 (S). Thus the

quantities composing E are all well-defined.

Now to prove our result, we start with the basic preliminary controls

‖∇p‖Hs−1(Ω) ≤ C ‖v‖
2

Hs− 1
2 (Ω)

because of the elliptic equation (4.3) on the pressure, and

‖Dt∇p‖
Hs− 3

2
(Ω) ≤ F

(
‖v‖

Hs− 1
2 (Ω)

)
,

because of (4.13) and the elliptic equations on α and β. We notice that

Dta = −〈Dt∇p,N〉 − 〈∇p,DtN〉 = −〈Dt∇p,N〉

because DtN is tangent to S and ∇p is normal. Thus

(5.2) ‖a‖
Hs− 3

2 (S)
+ ‖Dta‖Hs−2(S) ≤ F

(
‖v‖

Hs− 1
2 (Ω)

)
.

Here the traces on S are well-defined because s > 2.

The next step is to use the ellipticity of N to find

‖a‖Hs−1(S) ≤ F
(
‖v‖

Hs− 1
2 (Ω)

) [∥∥N s−1a
∥∥
L2(S)

+ 1
]

≤ F
(
‖v‖

Hs− 1
2 (Ω)

)[∥∥∥∥ 1√
a

∥∥∥∥
L∞(S)

∥∥√aN s−1a
∥∥
L2(S)

+ 1

]
,

so that
‖a‖2Hs−1(S) ≤ F

(
‖v‖

Hs− 1
2 (Ω)

)
[1 + E] .

Similarly,
‖Dta‖2

Hs− 3
2 (S)
≤ F

(
‖v‖

Hs− 1
2 (Ω)

)
[1 + E] .
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Next, we want to control ∇p and Dt∇p with those quantities. To avoid the apparition of |S|s
in the right-hand side, we use the div-curl problems

∇ · ∇p = −tr
(
(Dv)2

)
in Ω,

∇×∇p = 0 in Ω,

(〈∇∇p,N〉])> = −(∇a)> on S
〈∇p, ν〉 = −ΠM(v, v)− gνn on B;

and 
∇ ·Dt∇p = 3tr

(
D2p ·Dv

)
+ 2tr

(
(Dv)3

)
in Ω,

∇×Dt∇p = D2p ·Dv − (Dv)∗ ·D2p in Ω,

〈Dt∇p,N〉 = −Dta on S
〈Dt∇p, ν〉 = 3ΠM(∇>p, v) +

〈
D2ν(v, v), v

〉
+ gΠM(v, en) on B.

If s was greater than 3/2 + n/2, we could use the information v ∈ Hs− 1
2 (Ω) directly to

conclude. However, here with s > 1+n/2, this information only gives tr
(
(Dv)3

)
∈ Hs− 5

2
+(Ω)

for example, and this is not enough to conclude. We therefore need to implement a bootstrap
procedure. We see from the above elliptic problems that if s− 1

2 < σ ≤ s, and if we choose ε ≤
σ − s+ 1

2 ,

(5.3) ‖∇p‖
Hσ− 1

2 (Ω)
+ ‖Dt∇p‖Hσ−1(Ω) ≤ F

(
‖v‖Hσ−ε(Ω) , E

)
.

Here we have first proved the estimate on ∇p, then used it to prove the one on Dt∇p.

Then we use the problem satisfied by v,

∇ · v = 0 in Ω,

∇× v = µ in Ω,

(〈∇v,N〉])> =
1

a
(Dt∇p)> on S

〈v, ν〉 = 0 on B,

to deduce
‖v‖Hσ(Ω) ≤ F

(
‖v‖

Hs− 1
2 (Ω)

) [
1 + E

1
2 + ‖Dt∇p‖

Hσ− 1
2 (Ω)

]
.

Then a simple bootstrap procedure can close the estimates : we find

(5.4) ‖∇p‖
Hs− 1

2 (Ω)
+ ‖Dt∇p‖Hs−1(Ω) + ‖v‖Hs(Ω) ≤ F

(
‖v‖

Hs− 1
2 (Ω)

, E
)
.

To control the regularity of S, we use the formula

∆p = ∆Sp− κ∇Np+D2p(N,N),

so that, since p|S = 0,

κ =
1

a

(
∆p−D2p(N,N)

)
.
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Thus we can conclude that

(5.5) ‖κ‖Hs−2(S) ≤ F
(
‖v‖

Hs− 1
2 (Ω)

, E
)
.

If n = 2, this is enough. For n ≥ 3, we need also to control κl. The same formula as above,
seeing L as the boundary of B with exterior normal n gives

κl = − 1

∇np
(
∆Bp−D2p(n, n)

)
=

1

〈n,N〉 a
(
∆Bp−D2p(n, n)

)
where we have used that p = 0 on S to write ∇np = 〈N,n〉∇Np. Observing that 〈n,N〉 is
bounded from below because π

2 > ω ≥ ω > 0, we conclude

(5.6) ‖κl‖
Hs− 5

2 (L)
≤ F

(
‖v‖

Hs− 1
2 (Ω)

, E
)
.

Here the traces make sense because s > 5
2 when n ≥ 3. This concludes the proof.

The last proposition is the control on the energy. We need to use a control neighborhood both
in S, which is the role of Λ∗, and in v ∈ Hs− 1

2 (Ωt).

Proposition 5.2. Let s > 1+ n
2 . Let S∗ be an H

s reference hypersurface, and δ small enough,
so that in the corresponding Λ∗, the maximal angle satisfies s < 1

2 + π
2ω , and all other geometric

conditions imposed above apply. Let A > 0.

Take St a C2 family of Hs hypersurfaces so that S0 ∈ Λ∗, and v ∈ C2(Hs(Ωt)), satisfy-
ing ‖v(0)‖

Hs− 1
2 (Ω0)

< A. Assume that (St, v) are solutions of the equations, and that the

Taylor condition a(t, ·) ≥ a0 > 0 is satisfied.

Then there exists a time T > 0, depending only on Λ∗, A, a0, ω, |S0|s and ‖v(0, ·)‖Hs(Ω0), so
that for all times t ∈ [0, T ], St ∈ Λ∗, ‖v(t)‖

Hs− 1
2 (Ωt)

< A, and the energy E satisfies

E(t) ≤ E(0) +

∫ t

0
F
(
E(t′)

)
dt′,

where F is an increasing function of its argument, and depends only on Λ∗, A, a0, and ω.

Remark that in fact, Λ∗ and A can be chosen depending only on the data. Also because
the L∞ evolution of a is controlled by the evolution of S ∈ Λ∗ and v in Hs− 1

2 , it is easily
seen that a0 can be chosen depending only on the initial data. Thus at the end the time
of validity T of the Proposition only depends on the norms of the initial data and on the
control neighborhood. We do not write the Proposition in this way, since the point is that the
function F in the control of the energy is uniform in a neighborhood of the the initial data in
a rougher topology.

Proof. The equation being quasilinear, one needs to use control neighborhoods in rougher
topologies.

44



Control neighborhoods First we prove that S stays in Λ∗ and ‖v‖
Hs− 1

2 (Ωt)
stays less

that A for a short time. This rests on an estimate of the Lagrangian map u(t, ·) : Ω0 → Ωt,
which is the solution of

∂tu(t, y) = v(t, u(t, y))

with initial data u(0) = I. It is immediate that for any 0 ≤ σ ≤ and f ∈ Hσ(Ωt),

‖f ◦ u(t, ·)‖Hσ(Ω0) ≤ C ‖f‖Hσ(Ωt)
‖u(t, ·)‖σHs(Ω0) .

Duality then gives

‖f ◦ u(t, ·)‖H−σ(Ω0) ≤ C ‖f‖H−σ(Ωt)

∥∥u(t, ·)−1
∥∥σ
Hs(Ω0)

.

Then

‖u(t, ·)− I‖Hs(Ω0) ≤ C
∫ t

0

∥∥v(t′, ·)
∥∥
Hs(Ωt)

∥∥u(t′, ·)
∥∥s
Hs(Ω0)

dt′,

by writing the ODE in integral form.

Take a large M to be chosen later, and

t0 = sup
{
t;
∥∥v(t′, ·)

∥∥
Hs(Ωt)

+ |St′ |s < M, ∀t′ ∈ [0, t]
}
.

This time is positive because of the continuity of the solution. Then

‖u(t, · − I)‖Hs(Ω0) ≤M
∫ t

0

∥∥u(t′, ·)
∥∥s
Hs(Ω0)

dt′.

Thus by ODE estimates, we find a time and a constant C depending only on µ, such that

‖u(t, ·)− I‖Hs(Ω0) ≤ Ct.

This implies that in local coordinates, the function η that parametrized S above S∗ grows
linearly, so that there is a time t1 depending only on µ, Λ∗ and the norms of the initial data,
so that S stays in Λ∗ for 0 ≤ t ≤ min {t0, t1}.

The same construction, using ut = v(t, u(t)) and utt = (∇p− gen) ◦ u, gives that for a time t2
depending only on µ, Λ∗, A and the norms of the initial data, if 0 ≤ t ≤ min {t0, t1, t2}
then ‖v(t)‖

Hs− 1
2 (Ω)

< A.

Evolution of the Curl The evolution of µ = Dv − (Dv)∗ can easily be computed to be

(5.7) Dtµ = −(Dv)∗µ− µDv.

Then it is easy to obtain energy estimates,

(5.8)
d

dt
‖µ‖Hs−1(Ωt)

≤ C ‖v‖Hs(Ωt)
‖µ‖2Hs−1(Ωt)

.
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Commutators We need to compute the commutator between Dt and powers of N . The
one we need is

(5.9) ‖[Dt,N σ]‖L(Hσ(St);L2(St)) ≤ C ‖v‖Hs(Ωt)
,

for 1
2 ≤ σ ≤ s− 1, with C depending only on Λ∗. This will be a consequence of

‖[Dt,N ]‖L(Hr(St);Hr−1(St)) ≤ C ‖v‖Hs(Ωt)
,

for r ∈ [1/2, s− 1/2], which can be proven for r > 1 by writing the commutator formula,

[Dt,N ] f = ∇N∆−1
(

2Dv ·D2fH +∇∆vfH,∇(∇νv)>bfH −∇Πb(v)fH

)
−∇∇NvfH −

〈
∇∇>fv ·N

〉
,

and for r = 1/2 by writing the weak formulation of N , defined by duality from H
1
2 (S) to its

dual by ∫
S
N fg dS =

∫
Ω
∇fH · ∇gH,

extending g by Dtg = 0, and computing the time derivative.

Then one can use the formula[
Dt,N k+1

]
= [Dt,N ]N k +N

[
Dt,N k

]
and interpolation to conclude.

We will also need the commutator between N and a,

(5.10)
∥∥[a,N s−2

]∥∥
L(Hs−2(St),H

1
2 (St))

≤ C ‖a‖Hs−1(St) ,

which can again be proven by interpolation between integer powers, those one being computed
explicitly.

Evolution of the energy Now one can tackle the evolution of the other two terms in the
energy. We write

E1 =

∫
St

∣∣∣N s− 3
2Dta

∣∣∣2 dS

and
E2 =

∫
St
a
∣∣N s−1a

∣∣2 dS.

We recall from [18] that for a function f defined on St,

(5.11)
d

dt

∫
St
f dS =

∫
St

(
Dtf + f(D · v> − κv⊥)

)
dS,

and because v is divergence-free,

D · v> − κv⊥ = 〈∇Nv,N〉 ∈ Hs− 3
2 (St) ⊂ L∞(St).
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Thus this second term is harmless in the estimates.

First, we prove that

(5.12)
∣∣∣∣ d

dt
E1 −

〈
N s− 3

2 (Dta),N s− 3
2 (aNa)

〉
L2(St)

∣∣∣∣ ≤ F (‖v‖Hs(Ωt)
, |St|s

)
.

Since Dta ∈ Hs− 3
2 (St) ⊂ L∞(St), we have∣∣∣∣ d

dt
E1 −

〈
DtN s−1(a), aN s−1(a)

〉
L2(St)

∣∣∣∣ ≤ F (‖v‖Hs(Ωt)
, |St|s

)
,

and (5.12) is a consequence of the commutators estimates (5.9) and (5.10), and of the self-
adjointness of powers of N .

Along the same lines, the commutator estimate (5.9) proves

(5.13)
∣∣∣∣ d

dt
E2 −

〈
N s− 3

2 (Dta),N s− 3
2 (D2

ta)
〉
L2(St)

∣∣∣∣ ≤ F (‖v‖Hs(Ωt)
, |St|s

)
.

Thus, using Proposition 4.1 on the equation satisfied by a, we conclude∣∣∣∣ d

dt
E

∣∣∣∣F (‖v‖Hs(Ωt)
, |St|s

)
.

Using Proposition 5.1 to control the right-hand side by a function of E, we conclude the
inequality of our Proposition on the interval of time [0,min {t0, t1, t2}]. Then if we choose M
big enough depending only on the initial data and the control neighborhoods, the control of
the energy implies that t0 is bounded from below by a time t∗ depending only on the initial
data. Also since we have fixed M , t1 and t2 only depend on the initial data. Therefore the
control is valid up to a time T as in the Proposition.
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